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FOREWORD

I

Forty-seven technical papers were presented at this year's Ninth

Tr;-Service Conference on Electromagnetic Compatibility, the largest pro-

gram in its history, yet barely more than half of the total number of papers

submitted. Attendance topped 500, indicating the continuing need for exchange

of information on compatibility problems.

The conference committee would like to extend its thanks to the

authors and speakers, to the session chairmen, to Fifth Army Headquarters,

and to those in attendance for their part in making this a successful

conference.

Conference Committee:

J. E. Bridges, Chairman

lIT Research Institute

S. Weitz
USAELRDL

F. Murphy
U. S. Navy, Bureau of Ships

C. Miller
RADC

T. Jackson
lIT Research Institute

P. Hanen
lIT Research Institute

See "In Memoriam, "pp. ix - x.
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SIDNEY WEITZ

1914- 1964



IN MEMORIAM

Sidney Weitz was born in New York, N. Y. on 7 June 1914. He

received his early education in New York City, and later attended Cooper

Union. Actually Sid never stopped attending school and was always taking

a course or two at Monmouth College. The day before his untimely death

on January 16, 1964, he studied for a final exam.

Sid was one of the pioneers in the Government in Radio Interference

Reduction. He joined the USAELRDL in 1942. Since that time, with the

exception of three years in the Army in World War II, he was engaged in

research and development in ail areas of electromagnetic compatibility.

He was chief of the Interference Evaluation Branch at the time of his death.

Sid was nationally recognized as the expert in RFI instrumentation

and measurement procedures. He conceived many new techniques for the

measurement of broad-band voltages, currents and fields which are reflected

in equipments such as the AN/URM-3, AN/URM-7, AN/URM-85 and their

commercial equivalents. In addition all current Department of the Army

RFI Specifications incorporate test procedures evolved by him.

Sid was a tireless worker and had many papers published, served

on numerous committees, and was responsible for the annual Tri-Service

Conference on Electromagnetic Compatibility. Yet, he was never too

busy to help a fellow employee in the solution of a knotty problem.

Everyone concerned with electromagnetic compatibility will find

the passing of this dedicated, imaginative engineer hard to accept.
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WELCOME ADDRESS

J.E. Bridges, Manager
Electromagnetic Compatibility

IIT Research Institute

As chairman of the Ninth Tri-Service Conference on Electromagnetic

Compatibility, and on behalf of your host, IIT Research Institute, it is my

pleasure to welcome each of you here today. This conference is sponsored

by the United States.Army, Navy, and Air Force and is held in cooperation

with the PTG on Electr-magnetic Compatibility of the Institute of Electrical

and Electronic Engineers. I also wish to acknowledge the excellent cooper-

ation and effort given by the people who helped implement this conference

from the Three Services, the PTG on Electromagnetic Compatibility and

IIT Research Institute. A most important contribution will come from the

speakers and chairmen who are contributing their time and talents to this

meeting. It is hoped that their papers and resulting informal discussions

will provide answers to some of our current problems as well as pointing

out new problem areas.

As you know, the last ten years has brought almost revolutionary

changes in the Radio Frequency Interference field. Much needed recogni-

tion has been given to both the technical problems and to the early pioneers.

We are now beginning to find ourselves a part of management bar graphs or

PERT control charts. We now have large groups devoted exclusively to

compatibility problems. Still further accomplishments will be required in

both technological and management areas.

To emphasize this point, the growth of the domestic electronic

industry is creating many challenginr .ompatibility problems. In 1960

it was estimated that the total annual t 'ronic effort in the United States

amounted to some ten billion dollars and, by 1970, this would be increased

to an annual rate of twenty billion dollars. This dollar estimate does not

include non-electronic equipments such' as motors, converters, powerline

systems, household equipments and the like. Of this total investment, a

very substantial portion appears as new electronic equipment. On top of
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this, the old equipment, which is more susceptible to interference, is not

being obsoleted or scrapped. All of these new equipments are potentially

capable of creating interaction problems among themselves as well as

playing havoc with the old equipments.

The demands of the increasing population of the United States for

more goods, improved services, increased productivity, better defense,

and reliable equipment, (such as aircraft) are rapidly using up our remaining

Radio Frequency Spectrum. No part of our complex agricultural and

metropolitan life remains unaffected. We cannot go to a hospital, make a

telephone call, drive a car, watch television, bake a cake, or shoot the

moon without affecting or being affected by the crowded and sometimes

poorly used Radio Frequency Spectrum. Thus, the challenging problems

of Electromagnetic Compatibility are not unique to any specific group of

individuals, government agencies, or geographical areas. The management

and technical solutions must, however, be provided by many of you who are

now attending this conference.

It is hoped, therefore, that this Conference -- the presentations

and discussions -- will provide the necessary communications, guidance

and stimulation required for the future. Again on behalf of the Three

Services, the PTG on Electromagnetic Compatibility, and IIT Research

Institute, I extend to you a welcome to this conference.

-/



KEYNOTE ADDRESS

Brigadier General Allen T. Stanwix-Hay
Deputy Chief Signal Officer

Uo S. Army

Ladies and Gentlemen:

First, I would like to thank you all for the honor you have bestowed
by inviting me to make your keynote address. I am, indeed, very happy to
be here with you today.

As many of you realize, I am a newcomer to these conferences.
Nevertheless. I am generaliy familiar with your efforts -- if not through
being personally acquainted with as many of yu-)u individually as I would
like, then in the broader sense of being well aware of the importance of
what you have --- collectively -- accomplished, the importance your work
will continue to have with respect to the security of our Nation, and the
many problems that must still be solved.

Though you are not -- figuratively speaking -- the halfbacks who

get the limelight and receive the applause, no knowledgeable observer
will deny that you are the guards and tackles who make possible the
electronic touchdowns that our Armed Services must accomplish. I
know there are few challenges which require so much intra- and inter-
Service coordination and Service-Industry teamwork then that of obtaining
and maintaining Radio Frequency Compatibility.

Those of you with whom I am acquainted know that I have spent
much of my career in logistics, and that much of my time and effort
have been devoted to working with industry. It is for this reason that,
in considering what I should say to you today, I found it quite natural
to explore some of the radio frequency compatibility relationships
which exist between industry, on the one hand; and the three services,
on the other; and, after thinking about this for a while, I realized that
throughout this broad program -- which covers research and development,
procurement and maintenance, and frequency management -- a rather
unusual situation exists. There are not one, but at least three major
and somewhat contradictory relationships which we in the Defense
Department have with industry: first, we are your customers; second
we are your clients; and third, we are your competitors.

Let's take a few minutes to examine these one at a tim(. We are
your customers. This is the most obvious relationship, for we of the
Military Services buy communications-electronic equipment from industry.
And, connected with this seemingly simple relationship is a host of problems.
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You of industry must design compatibility into equipment. At last
year's Tri-Service Compatibility Conference, Mr. Bridges of ODDR and E
suggested that compatibility will follow the successes of the reliability pro-
gram, which includes such important phases -- development of techniques,
standards, L.nd specifications, and eventually the incorporation of the desired
quality from the very first design concept of new equipment.

You in industry working closely with your military counterparts,
have been doing a fine job in the past. It is because of your work and
because of your groundwork on the components of communications-
electronics equipment, that our systems work at all today -- in spite
of the crowded electromagnetic environment that exists.

The services are also customers of industry for measurement equip-
ments. These items are of critical importance, for without them, we would
not know whose equipment was interfering with whom, nor whether a modi-
fication had fixed the trouble.

Consider the basic paradox that the test equipment designer must
face: We ask for something -- say a communications transceiver -- to
be built exploiting the very limit of the electronic art: the highest possible
frequency, the highest possible sensitivity, the greatest possible stability.
Then, to measure that transceiver, we ask the test instrument designer to
build measuring equipment capable of even higher frequency and sensitivity,
and even greater stability. Yet, in spite of this apparently impossible
collection of requirements, the test instruments are designed and built,
and to a large extent, do meet the needs of the compatibility program.

But, as one problem is solved, industry's customers, the Military
Services, are faced with more.

Consider the problem of miniaturization. Can circuits and components
be made smaller and smaller, and yet retain the ability to reject spurious
responses and to suppress spurious emissions? Will simplification of
circuits be possible without sacrificing interference control?

Then there are the problems involved in tactical Army communica-
tions equipment. Even when spurious and harmonic emission~s and responses
are completely under control, communications will still be interference-
limited. They will be limited by the number of times the bandwidth of a
single equipment can be divided into the available spectrum bandwidth. We
are close to this limit now. Other approaches must be found.

One possibility is narrow-band frequency modulation equipment.
Another, now under extensive test is Single Side Band tactical radio equip-
ment. But conversion to either of these brings a new set of proLlems.
For example: Wide band FM gives relative freedom from static and low-
signal-level interference, all at the cost of using more spectrum space.
We-are considering if we should give up these advantages, because of cost
in spectrum space. Can industry overcome the loss of these advantages,
and overcome the other interference problems that will be generated if we
do decide to shift to narrow band equipment?
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Consider the problems of tropospheric and ionospheric scatter
communications. Or the challenges created by the ground terminals for
satellite communications systems. There is a combination of high-gain
antennae, high-power transmitters, highly sensitive receivers -- a ver-
itable nest of potential radio frequency interference.

Further, there is no lack of problems in non-communications
equipment design -- ever more powerful radars need ever greater
relative suppression of unwanted emission, to prevent the absolute
level of out-of-band interference to rise to intolerable levels.

As I have said before, the services are industry's customers.
Give us equipment which overcomes these problems and we will be
fortunate customers indeed.

The Military Services are not only the customers for those of you
in industry; we are also your clients. We depend on you for advice-and
for professional services, particulary in our new radio frequency inter-
ference analysis facilities. Progress in this field since the last Tri-
Service Compatibility Conference has been significant. In these last
twelve months, the Tri-Service Electromagnetic Compatibility Analysis
Center has begun work on interference problems in support of specific
Joint-Service needs. Also during this period, the Army's Electromagnetic
Environmental Test Facility has validated its interference model, for
many types of communications equipment. This facility is also being
asked to solve problems of immediate military importance.

The progress in computer analyses of interference problems for
future equipments and deployments has created demand for still more
analyses. Our initial tasks were to validate computer models, to collect
equipment data, and to collect environmental data. Field measurements,
particularly around San Diego, California, and Ft.Huachuca, Arizona,
have done much of the necessary validation. The Spectrum Signature
Measurement Program, another Tri-Service effort, accomplished through
many contracts with industry, has built up a substantial file of signature
data. And just this past summer, the first collection of environmental
data, covering fixed military equipment operating at above 100 Megacycles
was completed throughout the Continental United States.

These analysis facilities are building a reputation for accuracy
and competence. This but brings a new problem: More tasks than the
facilities have computer time to accomplish. The solution isn't just
rental of more equipment. First we must develop the most efficient
use of the equipment now on hand. Later expansions of facilities may
well become necessary, but first we must be certain that any further
expansion will be used with maximum practical efficiency, not just
in scheduling time, but in the efficiency of the computer models
themselves. Let me expand on this somewhat.

Whereas our initial problem in development, with industry, of the
analysis facilities, was the writing and validating of the computer inter-
ference models, our current problem is to increase the efficiency of
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these computer programs. Computer time -- and computer cost -- are
well on their way to becoming the limiting factor concerning how many
interference studies we can undertake. I don't know, at this point,
whether progress will be made with a series of small improvements in
present model efficiency, whether progress will come from a sudden
breakthrough in the concept of the interference analysis, or whether
progress will come from a combination of the two. I do know we need
progress.

An engineer has been defined as a man who can do with one shilling
what any blunderer can do with two. J'\, this definition, an engineer is not
necessarily one who can do what no one else can do at all; the emphasis is
on doing something efficiently. I suggest our great need in interference
programming is for engineers, in the sense of this definition -- men who
can do in one minute of computer time what someone else can do with two.

The initial breakthrough -- computer analysis of interference -- is
past. The next frontier is efficiency -- or speed -- in performing these
analyses.

As your clients we need certain answers -- and this comprises the
advice that we in the Military Services want to buy from you in indastry.
We need, quantitative, not just qualitative answers. It is not enough to
tell us "it won't work because of interference. " We need to know, rather,
how much will overall communications be degraded. We need to know in
detail how well target acquisition will be accomplished despite interference.
We need to have specific measures on the relative effectiveness of different
possible fixes to a problem.

If industry can give us good answers to questions like these, we will
be fortunate clients indeed.

I have outlined the manner in which the Military Services are the
customers and clients of industry. However, in a sense, the Services are
your competitors as well.

As you all know, the Radio Frequency Spectrum is a limited resource.
Its bounds are not entirely under our control, but rather are dictated by the
natural behavior of Radio Propagation. And, again as you all know, all
users of the radio spectrum must compete with one another for this resource.

One of the most reliable of all fixes for radio communicat ons inter-
ference is to get a cable plow, or a cable ship, and bury the communications
out of reach of interference. However, this solution just isn't applicable
when we consider installations which must be frequently mYoved. It is even
less applicable to communications in mobile installatio.:.;, and it won't work
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at all for radars. These, unfortunately, are characteristic of most
military applications. We'll use the cable plow when we can -- but
by the very nature of military operations, that isn't very often.

We must realize -- we of the Military Services -- that the spectrum
is not ours alone, no matter what the emergency. We share it with others
who also have need for it -- in emergency, as well as in routine times.
Some of these competitors are here now -- the communications industry --
the various non-military government users of radio. Many of you here
represent other competitors indirectly, since they are your customers,
for they buy your equipment. Inevitably, we are in competition with each
other for the available radio spectrum. But this competition is closely
tempered by cooperation.

Consider that every TV receiver with a spurious response is a
potential complaint to the Military Services if a Service-operated emitter
should land on that response. But that television receiver is as much a
potential complaint to the manufacturer. In almost every case, the
Defense Department has nearly as big a stake as industry has in equip-
ment built for industry's non-military customers. Since we both must
use the frequency spectrum, it is to your advantage as well as ours,
that Military equipment generate as little interference as possible.
Similarly. it is to the advantage of the Military that the equipment that
industry builds and uses for non-Defense applications, be interference-
free as well.

Therefore when we, acting as customers of industry, obtain an
improvement in transmitter stability, it is to our own interest that this
improvement be applied to all transmitters. When we, acting as clients
of industry, obtain an improvement in interference prediction techniques,
it is to our own benefit that these techniques be used by you to solve
your own problems as well -- for it is then less likely that you will
interfere with us in the limited radio spectrum that we compete for, and
must share.

And this brings me to my final thought. Because the whole is
always greater than the sum of its parts, the total relationship existing
between the Services and industry consists of more than just that of
customer, client and competitor.

The most important relationship we hold to one another is the sum
total, and this translates directly into the single word "partnership."

It is for this reason that I see these conferences -- of which this
one is the ninth -- so valuable a platform for the exchange of ideas,
information, and concepts, it is also for this reason that I consider these
conferences so valuable a vehicle towards the over-all goal of radio
frequency compatibility.

Thank you.

-7.



TEAMWORK IN SPECTRUM CONSERVATION

Luncheon Talk By

James D. O'Connell, Chairman
The Joint Technical Advisory Committee

Colonel Woolwine, Mr. Chairman and Gentlemen: I want to thank our

Conference Chairman, Mr. Bridges, for asking me to make this talk because

it afforded me an opportunity to get more up-to-date on the Military

Electromagne ic Compatibility Program before speaking to this astute and

competent group. I must admit, however, that I did not realize the amount

of education that would be necessary to become conversant with this program.

I thought that reading material on previous meetings, several visits to

the staff of the F.C.C., and a visit to the Electromagnetic Compatibility

Analysis Center would bring me up to date.

I had several visits with the staff of the F.C.C.. Mr. Ralph Clark

and I had a most instructive visit to ECAC. Colonel Woolwine and Mr. Stan

Cohn and their colleagues presented a very interesting program, and we were

much impressed with the value of the work being done at the Center.

However, when I told Mr. Henry Randall of the Department of Defense

of our appreciation of the visit we had to ECAC, he said, "Now you must go

to Ft. Huachua because they are doing some very good work out there, too."

So Mr. Clark and I visited Ft. Huachua yesterday and were again very much

impressed with the importance of the work being done.

It immediately became obvious that more education would be needed and

that a visit to Rome Air Force Base, to the Bureau of Ships, and to the
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Naval Research Laboratory were essential in order to get conversant with

the programs of those two services. Furthermore, it certainly seemed to

be advisable for the Joint Technical Advisory Committee to discuss the

results of these visits and to determine how it can help more in this

program. Again, this morning at breakfast with Rex Daniels, he recounted

many new examples of interferences that are being encountered in radar and

other fields. I now feel that given another three months I would be

prepared 'o make this talk.

As a result of the visit that Mr. Clark and I made to ECAC, most of

the members of JTAC now wish to hear the ECAC presentation at first hand,

and Henry Randall and Colonel Woolwine have kindly arranged to have this

presentation made.

It is necessary at the outset to describe briefly what is the Joint

Technical Advisory Committee of the IEEE and the EIA and what are its

objectives. Because it seeks to work quietly with complete objectivity in

the National interest and without advertising or fanfare, possibly, it is

not well known to the military.

On March 23, 1948, the late Wayne Coy, Chairman of the Federal

Communications Commission, addressed the President's Luncheon at the IRE

National Convention. Present were both IRE's President B. E. Shackelford

and W. R. G. Baker of the Electronic Industries Association. Mr. Coy spoke

of the need fur assistance to the F.C.C. in arriving at adequate national

allocation of television facilities; he spoke of the many other conflicting

demands for spectrum space, notably those of the Land Mobile Service, and

of the need of advice of a particularly disinterested and objective nature--

I would like to emphasize and stress these two words, "disinterested" and

"objective," because they are the unique characteristics of this technical
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committee.

JTAC was specifically conceived to meet this need. It was to be a

committee of eight members. Its Charter missions were to obtain and evaluate

information of a technical or engineering nature relating to the radio art

for the purpose of advising government bodies-and other industrial and

professional groups. It was to determine what technical information is

required to insure the wise use and regulation of radio facilities

to sift and evalute information thus obtained so as to resolve conflicts

of fact . . to separate matters of fact from matters of opinion, and to

relate the detailed findings to the broad problems presented to it

to present its findings in a clear and understandnble manner available to

the profession and to the public . . . -to appear, if necessary, before

government bodies or other parties to interpret the findings of the

committee.

Past and present members of JTAC include five IRE Presidents, the first

President of the newly merged Society of the IEEE, and more than eleven

members of the IRE Board of Directors. Members are chosen on the basis of

professional standing, integrity and competence to deal with the problems

before the committee and without respect to the organizations of which they

may be members. They are required to operate without instruction so that

complete objectivity shall be achieved. And I would again like to emphasize

this particular feature, "without instruction and complete objectivity."

JTAC has undertaken fourteen major studies, of which ten were requested

by the F.C.C. Many of the studies resulted in more than one report, as many

as six in one case. Let me give you some of the titles:

Utilization of Ultra High Frequencies for Television

Allocation Standards for VHF Television and FM Broadcasting

Proposed TV Broadcast Allocation--Monochrome and Color
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Frequency F allocation of Land-Mobile Services

Consideration of Aeronautical, Broadcast, Land-Mobile and
Marine Services

Electromagnetic Interference'Problems (three reports)

Are Welder Interference (six reports)

Desirable Allocation for Forward Scatter Propagation

." ' Frequency Diversity Services

Frequency Allocation for Space Communication

This last study reached the important conclusion that with suitable

geographic separation of ground stations, sharing of the same spectrum

space by satellite and point-to-point ground communication was feasible.

This finding was accepted by the F.C.C. and their present concepts of broad-

band assignments and spectrum sharing were at least assisted by this study.

JTAC prepared and published in 1952 a book titled, "Radio Spectrum

Conservation," and a sub-committee is now in the final stages of corpleting

a new and up-to-date rewriting of the same book, which will be perhaps many

times the content size of its predecessor because of the amount of additional

knowledge that has come to hand during the past twelve years.

Recognizing the important requirements of the military forces of many

nations, for the use of the radio-spectrum, the importance to military

operations and the military's interest in its conservation, a special section

is devoted to discussion of military usage.

My subject today is "Teamwork in Spectrum Conservation." Unfortunately,

in the past teamwork between the military services and JTAC has not always

been close. The May 5, 1958 PROCEEDINGS of the IRE contained an article

entitled, "JTAC--10 Years of Service," from which I quote a passage--"It is

too much to expect that every project undertaken by J7lA would be crowned

with success. For example, it became increasingly apparent to JTAe-&nd
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industry groups that there was insufficient coordination on problems of

frequency utilization and conservation among the United States Government,

non-government users and manufacturers.' In 1954, the then Chairman of JTAC,

Lloyd V. Berkner, acting for the Committee, attempted to get various

government agencies interested in implementing a progran of spectrum

conservation. Nothing ever came of it. Then, as now, the ponderous machinery

of government administration proved invincible to prodding from without."

It so happened that as a member of the Joint Communications Electronics

Committee I was personally in the midst of the discussions which went on as

a result of JTAC's proposal at that time and so I guess I must count myself

as one of the invincibles. However, as a party to these deliberations I

know something of what the problems were. I certainly know what my thoughts

were on this subject, and I cannot agree that the failure of active consultative

coordination was due to the ponderous machinery of Government or to lack of

active interest in conservation on the part of the military. My thoughts

were that the military services did not have sufficient information in hand

to contribute effectively to a continuous joint committee-type of action. I

know that much discussion took place as to the heavy drain which would be

placed on the Services and on their scarce and over-worked frequency experts.

No one of the Services felt that they had a sufficient staff of experts to

engage in contributing the amount of material which --'d be required. The

question as to where the money would come from to meet the additional require-

ments was a major problem, and the only answer was that the military of each

Service would have to take it out of their hides, so to ,speak. Furthermore,

another very important point was not clear to me. I did not understand that

JTAC was not an industry committee with objectives of seeking more space for

TV or other entertainment purposes, but was in fact a group charged with
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complete objectivity in the national interest and was as much interested in

the success, effectiveness and efficiency of our defense efforts as in the

welfare of the industrial, and entertainment segment of the economy.

I also know that the interest and prodding of JTAC had a very

significant and helpful effect on the work-already under way in the Services,

as a result of Rand studies, Project Monmouth and others. In fact, Dr. Baker

and Dr. McRae in their consultation with Government Advisory Committees, had

much to do in getting present programs under way. But I must admit that it

would probably have been difficult in 1958 to predict that there would be

the consistent leadership efforts of Jim Bridges and Henry Randall, and

that within the three Services there would be leadership which would bring

the military program to the acLievements which are beginning to be realized.

I wish that the members of that 1958 JTAC group had been able to make the

visit to ECAC and to Ft. Huachua with Mr. Clark and myself; they would have

been gratified and enthusiastic, as we were. Real accomplishments at both

installations had been made. There is an understanding of the problems and

how to attack them. They are actually doing problem solving. They are

actually at the achievement stage of the work. They are learning their

equipment deficiencies and are taking a highly critical attitude toward

them.

For example, one of the points brought out at Ft. Huachua was that in

order to simulate one of their transmitters, they would have to have 325

different emitters operating on 325 different frequencies just to represent

the spurious emissions from that one transmitter.

There have been more recent efforts by JTAC to achieve a cooperative

and understanding mode with Government programs, with those of NASA and DOD

especially, and these have been increasingly successful. In 1960 Mr. Ralph

Clark became Chairman of JTAC and brought to its deliberation a comprehensive
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understanding of military and Government commun-ication problems. During

the studies by a JTAC Sub-committee in 1961-62 of frequency allocations

for space communication, there were active Sub-committee members from

NASA and the Propagation Laboratory of the Bureau of Standards. Tn fact

the Bureau of Standards' Propagation Laboratory performed one very

important aspect of the study in collaboration with Stanford Research

Institute. Observers from DOD, from the Services, from their contractors,

from the staff of the F.C.C. participated in the Sub-committee sessions.

Only in this way was it possible to assemble the perspectives, knowledge

and skills that could lead to a well-balanced report. There was unique

know-how available in some defense contractors' organizations, in the

Rand Corporation, and in other non-profit institutions contracting with

the Government. So much for the past . . . perhaps too much, but the very

essence of this talk on Teamwork depends on past relationships and on what

can be done in the future to achieve a better team approach in attacking

this massive and complex problem.

Big and complex the problem certainly is and I wish we could adopt the

philosophy of my favorite comic strip character, Charlie Brown of Peanuts,

who, as you recall, said, "There is no problem so big and so complex that

you can't just walk away from it." Unfortunately, you can't just walk away

from this problem because it follows you and it is growing every day in

practically every way. Informal discussions with F.C.C. personnel indicate

that frequency usage in the United States has increased tenfold since 1949,

while personnel strength in the twenty-four districts dealing with interference

has gone down to one-half. At the present time, the F.C.C. is receiving

some 600,000 applications per year. Marine license applications alone are

at the rate of some 3500 a month. There are some 500 applications a month
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for microwave radio relay purposes. Industrial applications, telemetering

and plant safety purposes appear to be major additional expansion programs

for the future. In the Los Angeles area there seems to be a completely

saturated condition for mobile communications. Aircraft surveys have

performed some over flight noise measurements of urban versus rural areas,

. . . these over-flights were a part of military R & D programs and are

fallouts from such programs. These over-flights indicate major increases

of broad band spectral Poise over urban areas. Unfortunately, no data is

available to indicate the extent to which this general spectrum smog is

getting worse year by year. We do not have adequate trend information.

Successive measurements have not been made of the same areas to indicate

the extent to which this general spectrum noise is growing. On the other

hand at the present rate of increase of spectrum usage, it seems perfectly

safe to predict that usage again will increase some ten times during the

next decade unless the spectrum congestion becomes so intolerable so as to

prevent further growth. This could very well become the case unless

advance planning is done to prevent it. It is obvious that the problem

of saturation is much more difficult to solve after it occurs than well in

advance before capital investments have been committed.

At che present time, the regional F.C.C. districts are doing valiantly

with rather meager facilities to handle the interference cases that come to

their attention on a case-by-case basis. In some districts the Citizens

Interference Committees are most active in arousing public interest in

spectrum noise and in interference problems. In the 6th Army area, which

includes the Western States, the military and the F.C.C. are building close

teamwork at this front line of the interference problem. The San Francisco

chapter of the Armed Forces Communication and Electronics Association has
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formed a Raio Frequency Interference Committee to work with the Citizens

Interference Committee. This is teamwork at the local level, which should

be recognized, commended and extended. The National Armed Forces

Communications and Electronic Association might well undertake a major

program nation-wide to assist in bringing this problem to the recognition

of our citizens. One of the examples of interference which occurred in the

San Francisco area had a somewhat humorous twist. It involved interference

to an airways frequency used by light army aircraft, one of their navigation

frequencies which at various times of the day or night was being blacked out.

After investigation by the local F.C.C. district people, it was found that

this interference originated with radio frequency garage door openers which

had been installed in a new development in the vicinity. The humorous twist

came when a radio station in the vicinity began interfering with the garage

door installations causing them to open and close at frequent intervals!

One of the greatest problems is lack of information. It seems very

difficult indeed to get reliable over-all data which can spell out the

National interference problems in quantitative terms and which can indicate

what the trends are. Specifically, how serious is the problem now?. Of course,

we know in some areas, Los Angeles for one, that there is a saturated and

intolerable condition in the mobile communication field. This is receiving

attention from the F.C.C. How much increase in interference is occurring

from year to year, and what are the specific categories of increase? On

the other hand, to what extent have interference reduction measures been

effective? By a wide margin the interferences reported to the F.C.C. are

radio system to radio system cases, but we have not yet obtained data which

categorize these or which indicates what the trends may be. Mary complaints

are received from television set owners of interference from industrial
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devices and other radio systems. The problems of increasing the selectivity

of TV receivers brings out many of the difficulties involved in this business

of spectrum conservation. The achievement of suitable over-all balance in

use of the spectrum, versus cost of the equipment as limiting factors to

usage, adds up to tecbno-economic problems of much complexity.

It is encouraging, however, that such widespread interest in this problem

is growing. It is apparent that EMC has become a major career field which is

rapidly expanding. A late estimate indicates that there are approximately

twenty committees from many different professional associations which have

been formed to study the problem as it relates to their interest. In fact,

this increasing Interest, the formation of additional committees, has

created another major problem of coordinating the studies of the various

groups that are seeking to investigate various facets of the problem and

bring about improvements.

In order to try to get a hold of this problem, and because so many

activities are going on in so many places and so many phases of EMC,

Professor Showers and several members of the Professional Technical Group

on Electromagnetic Compatibility recently held a series of meetings to

review the state of the art, the groups conducting studies in this field

and requirements which exist for coordinating the efforts of the many

committees and individuals who are involved. They established the objective

of advancing the coordination of electromagnetic compatibility through

standardization, and they established panels on systems effectiveness,

interference criteria, measurements techniques and instrumentation,

interference sources and definitions. I am aware that participation in

this effort will be representative of the major groups now active in the

EMC field and will include interested Government military activities. ECAC,

-17-



Ft. Huachua, Air Force and Navy efforts will all be represented.

Dr. A. L. Hebert of the Rand Corporation has undertaken a study of

the National problem of electromagnetic compatibility. He seeks answers

to questions such as: What is the magnitude of the problem? Are the

efforts now going on enough to cope adequately with it? While we think

we can say with certainty that the problem is growing considerably faster

than are the effective efforts to contain it and control it, much more

positive information is needed. Dr. Hebert's study seems most appropriate

and most needed.

I understand that the Illinois Institute of Technology is undertaking

a study of compatibility as an international problem. This study also fills

an important need.

In Washington it appears that Government agencies or their conLractors

are engaged in building some five different data bases for various purposes,

and probably no one of these will be all-inclusive.

Nothing has been said as yet of the dichotomy of Frequency Administration

which manages allocations at the National level. A much longer talk than

this could be devoted entirely to the many studies, proposals and

recommendations which nave sought to unify in some way the administrations

of the F.C.C. and the IRAC. But it seems clear that the growing problems

and growing interest will not and cannot wait for the solution of complex

reorganization concepts. It took us a long time to arrive at the philosophy

of organization and of management that we now have in frequency administration

at the National level, and it may take many years before modifications are

made in this system.

From a practical standpoint, it appears that increased teamwork and

agreed upon coordination in the over-all National interest can, and, in fact,
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will have to be brought to bear on the major problem areas. We cannot wait

for organik.-tional changes, which may take a very long time to come. I

have real confidence that teamwork can now be made effective in a practical

way and that it can get results. A very substantial part of this confidence

comes from a better understanding and appreciation of the capabilities and

attitudes of the Federal Communications Commission. Discussions have

convinced me that the Commission staff has a comprehensive knowledge of the

problems that beset our allocation policies and procedures and that their

attitude is open minded, exploratory, progressive and forward looking. I

have found no organization that has the comprehensive knowledge of these

problems which the F.C.C. has. They recognize full well the difficulties

involved in the administrative techniques of sub-allocation which have

split up so many of our bands above 30 Mc into commercial, Government and

further into functionalized areas such as land-mobile, fixed, fixed and

mobile, common carrier and allocation divisions according to user,

environment and mobility considerations.

Considering the techniques and knowledge available at the time it was

instituted, this administrative technique was probably sensible and

established order which would not otherwise have been established. Many

predict, however, that it does not and will not provide for the maximum

utilization of the spectrum which should be our established objective.

This means that all of the allocator's tools, namely, frequency, time,

geography, distance, must be used to the fullest advantage to make the

radio spectrum available everywhere to the maximum benefit of legitimate

users. It would appear that in the past there has not been enough use of

the geograliy-distance tools in the allocation technique. The tool most

used, of course, has been frequency separation. One of the basic needs has
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been the establishment of systems characteristics, measurement techniques

and methodolugy for planning in advance and for minimizing the interference

and vulnerability characteristics of all radiating systems in their particular

F? pr•.phical environment. These new techniques and methodologies are now

becoining available. The pioneering work of the Electromagnetic Compatibility

Analysis Center, of the Army's Ft. Huachua and of the other Services, deserve

support and encouragement from the entiru EMC community.

I find also tb-t the staff of thC Commission is highly conscious of the

importance of teamwork, and their relationships with Government agencies,

including the military, are growing closer. I think the time has come for

the military to take specific steps to bring the Commission staff into the

closest possible relationship with. all of the EMC work it is doing. The

money being spent to develop techniques and methods for more efficient

utilization of the Government military frequencies and systems far exceeds

the money spent to better utilize non-Government frequencies, and this does

not include the. actual cost of the equipment. If one does consider the

over-all cost of equipment, one estimate postulates that some 5% of equip-

ment costs are now going into interference and compatibility studies and

the engineering of systems, sub-systems and components which will be

compatible. I must admit, that data other than estimates do not seem to

be available. It is certainly clear, however, that weapon system designers

can no longer take char,:es that systems performance will be impaired,

partially or catastrophically, by internal or external interference.

The point has frequently been made that military R & D, in advancing

the state of the art, contributes greatly to the generation of new techniques

and new products for U. S. industry. The field of electromagnetic

compatibility and better spectrum utilization should provide a major case

in point if effective teamwork is established. The views that JTAC holds
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are these: that the electronmagnetic spectrum is a national and inter-

national natural resource which is unique. It is unique because it is

wasted when it is underused or inefficiently used, and it is conserved

when its total capabilities are fully used in the most efficient way for

the most important purposes of mankind. Learning more about how to use

this unique resource better should be a never-ending quest. Much know-

ledge has been gained over the past ten years and significant progress has

been made in better spectrum utilization. More information is conveyed,

more services performed per segment of the frequency spectrum used, than

previously. But the growth of spectrum use and the growing demands of

the future have outrun, and continue to outrun, the advances in spectrum

utilization. More knowledge and"better application of that knowledge to

administrative procedures and management are needed in all areas of frequency

usage.

The Department of Defense program is beginning to pay major dividends

in knowledge of deficiencies, in techniques and methodologies for attacking

this massive problem. The military need no longer feel that they are behind

or not on top of their problem. They are certainly in a position to

contribute much to the other elements of our economy, to the non-Government

portion of our economy, in assisting an attack on that problem. The military

electromagnetic compatibility program should be encouraged, strongly supported

and enlarged. There appears to be a real need for the establishment of

National leadership of this program at the highest level. It appears certain

that the Director of Telecommunications, in his role as an advisor to the

President, is in the best position to do this and to bring together a

National team that can think in terms of our total society. No changes in

any existing organization or relationships are needed to get this teamwork
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going.

Now then, how and what specifically can JTAC do to help in this effort?

For one thing, it can encourage and provide inputs to such study efforts as

the one Dr. Al Hebert •s starting at Rand. Perhaps phases of some of these

studtes could include testing of new concepts of-allocation techniques, more

sharing for example, better use of geography, distance and time, rather than

predominantly the frequency separation.

Secondly, where current studies do not seem to be completely covering

essential needs, JTAC can suggest additional studies and either start them

or assist in getting them started. For example, how can the F.C.C. best

make use of or translate into useful terms the techniques and methodologies

that are now starting to come from the work at ECAC, Ft. Huachua and the

other Service laboratories?

Finally, JTAC can repeatedly, never endingly if you will, persist in

emphasizing the vital need of total teamwork in this program. The

legitimate individual interests of every member of the team will benefit

by such teamwork--and the National interest demands it.
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THE WESTERN ELECTRIC U(4PANT-WIDE PhOGRAY1 FOR COMPLIANCE WITIi PART 18
OF THE RIJLES AND REGULATIONS OF ThE FEDERAL CO(M ICATIONS COMMISSICO

R. A. Kay
Western Electric Conpany, Inc.

hawtLorne Station
Chicago 23, Illinois

I. Mainitio: The Western Electric Company has 12 manufacturing Works or

Plants, come of which include satelJte shop.s The shops may be in cities
other than that of the Works location. The approximate area boundaries
within which these factories are located are from Merrimack Valley, MaoEa-
chusetts to Winston-Salem, North Carolina, to Oklahoma Uity, Oklahoma to
Omaha, Nebraska. Within these manufacturing locations are approximately
1,000 machines coming under the regulation of Part 18, of the Rules and
Regulations of The Federal Communications Commission, including induction
heaters, dielectric heaters, ultrasonic cleaners, medical diathermy, RF

stabilised arc welders, electronic discharge machines and other miscellaneous
devices. The minimum power output of any machine is about 100 watts, the
maximum is 50 KW and the total power out rating adds to between 5,000 and
6,000 KW. The fundamental operating frequency ranges between 15 KC/sec. and
2450 me/see.

IU. Outline of ProEram: A special development case was originated at WECo,
Hawthorne, to establish a uniform company-wide program for Compliance with
Part 18. The program provides for three major activities: (a) Semiannual
and annual routine Inspections of all machines. (b) Radiation measurements
as required for certifications and recertificatione, and (c) Provision for
an annual report by a third party to ensure the continuation of the program.
During parts (a) and (b) techniques were developed for the use of the Sprague
Model 50., Interference Locator for annual radiation relative measurements
and for the use of Empire Devices NFnO5 and Stoddart BM2OB Field Intensity
meters for radiation meaurements.

III. Ad-•tration Aide, In order to accomplish the maximum uniformity within
the Compan, several administration aide were created: (a) A Manufacturing
Standard was written based on Part 18, which is to be kept up to date with

Rules changes by HiLhorro. As Transmittals are issued by the FCC, they
are interpreted and written into the Stan' ,d in terms of Western Electric
Company procedure. (b) Manufacturing Duv.. rn Instructions - WICo rules of
procedure defining organisational responsibilities were written to assure
uniformity. (a) Standard forms fort Inspection Logs, Maintenance Required,

Certification Manuals, and Annual Reports were adopted for Company wide use.

IV. Meuments PrMa The responsible engineers and inspectors at all

plants were given specific instruction in the techniques of radiation
measurements, shielding and grounding of machines, use of line filters and

screen room. (a) Testing routines to be followed using the Sprague Model
500 for annual measurement of relative radiations. (b) Testing routines
for making radiation measurements required for Certification or recertifica-
tion.
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V. gDcl si J It has cost the Western Electric Company in excess of
$10,o-00 to set up this program on a Company-Wide basis. We estinate an
annual cost of approximately $10,000 to carry on the routinj inspections and
recortifications. Emphasis is placed throughout the Company to procure
industrial beating equipments properly certified by suppliers, in an effort
to reduce the cost of compliance with Part 18 of the FCC Rules and Regulations.

I. BACKGROUND

Western Electric Company, Hawthorne was alerted to possible FCC
regulation of industrial use of high frequency electric power in July, 1945.
Mr. James L. Fly, a former chairman of the FCC spoke, at the July meeting of
the Chicago Chapter of the Society of Plastic Industries, of pending action
by the Comission. Later in 1945, Hawthorne ordered field intensity meters
from KCA and Ferris Instruments, and in 1946 began radiation measurements of
induction and dielectric heaters in use within the Hawthorne Works.

In 1946, most of our attention centered on our Archer Avenue Plant
(the Wartime Studebaker aircraft engine plant) located at Archer Avenue and
Cicero Avenue, which was immediately adjacent Midway Airport. Many studies
were made to ascertain that the 10 high freqiency dielectric heaters being
used there in the manufacture of the telephone handsets, were not causing
interference at the airport.

Part 18 went into effect in 1947, with a 5 year "grace" period. By
the end of this period, 1952, all of the industrial heating units at Hawthorne
had been measured and brought within the radiation limits of Part 18. A few
units, of "historic" engineering design were scrapped and replaced b7 better
designed m=chines, By 1952 our electron tube manufacturing plant, at Allen-
town, Pennsylvania was using in the neighborhood of 100 induction heaters end
had purchased field intensity meters for its own use. The Hawthorne field
intensity meters and engineer wore sent to Western Electric Company Plants, at
Kearny, Now Jersey, and Baltimore, Maryland to measure and certificate induc-
tion and dielectric heaters at those locations. By 1952, all WZCo electronic
devices, regulated by Part 18, were tested and certificated.

As many of you know, extensive changes were made in Part 18 in 1957,
1959, and 1961. New requirements addeds (a) Routine inspections to assure
that Industrial, Scientific, and Medical equipments wore being maintained and
operated within the intent of Part 18. (b) Filing of FC Form 724 with the
Commission, which required a Company Official to go on record with the Commi-
ssion and obligate the Companv to comply continuously with Part 18. (a) In-
creased technical limitations,, including measurements of harmonics 1 through
10, apurious radiations, power line conducted voltaeps, exclusion of distress
frequency bands, and the inclusion of requirements for radio frequency
stabilised are welders.

In 1960 the Management at Hawthorne established a project, head-
quartered at Hawthorne, to set up a uompany-Wido Program for Uniform Com-
pliance with Par6 18 of the Rules and Regulations of the FCC. A Development
authorization was approved to provide funds for the estimated one and one-
half years of engineering effort needed to put the program into effect. The
project was introduced at a conference on April 16, 1961, at Hawthorne.
Engineering representatives were called in from all Western Electric Company
locations, and were briefed on the details of the Program. Preliminary plans
called for the Hawthorne engineer to visit each Mawnuacturing location tvice*
The first visit would be to train inspeotion personnel to perform the vins'r



and electrical inspections. The second visit would be to perform radiation
measurementa, as required, and propsar the Certification Manuals and IO
Form 724's for filing with the Commission, The engineering representatives
were requested to survey their areas in advance of the Conference and submit
a list of all Industrial, Scientific, or Medical devices in their area, which
they considered as coming under the regulation of Part 18.

II. MAGNITUDE

The Western Electric Company has twelve mnufacturing Works or
Plants. Bach Works or Plant may include several satelite shops, which meay be
located in the same or different cities. Hawthorne Works consists of the
Hawthorne Shops in Cicero and Chicago, the Fullerton Avenue and Clearlug
Shops in Chicago, and the Montgomery Shops at Mont-gomesr, Illinois, just
South of Aurora. A separate FCC Form 724 was required for each shop, and in
some cases, such as the Hawthorne Shops, three 724's were required. Our 12
locations extend from Merrimack Valley, Massachusetts, to Winston.-Salem,
North Carolina; to Oklahoma City, Oklahoma; to Omaha, Nebraska; including
Buffalo, Now !ork; Kearny, New Jersey; Baltimore, Maryland; Allentown and
Laureldale, Pennsylvania; Columbus, Ohio; Indianapolis, Indiana; Chicago,
Illinois; and Kansas City, Missouri. Within the WECo shops we hbve approxi-
mately 1,000 machines coming under Part 18. We have induction heaters ranging
from 500 watts to 50 KW power output, used in brasing, soldering, and heat
treating applications. RLN. N 1 Is an automated line for encasing
cable, and includes a 50 EW induction soldering position. Our dielectric
b'aters range between 500 watts and 20 XW used in plastic preheating for
molding, thermoplastic heat bealing, glueing and drying operations. Q~a
&,._2 shows one of our earlier molding areas, where dielectric heaters
are used to heat thermo-setting plastic preforms prior to molding. This is a
manual process. Ss is an automated molding area with the preheater
attached to the molding press. The process Is highly automatic. Ultrasonic
devices up to 2 KW are used for cleaning, welding, soldering, and mixing
operations. Radio frequency stabilised arc welders; electronic discharge
machines for metal cutting; and ultrasonic devices for ceramic cutting are
found in many locations. Most Shops have hospital units for First Aid in
case of accidents; theme may have medical diathermy and ultrasonic therapy
devices. Our lowest radio frequency is 15 KC and our highest is 2450 mo.
Our total family of fundamental and harmonic frequencies .is very large I We
estimate that the total power output of all ISM machinos used by the WE~o
is between 5,000 and 6,000 IW.

III. OU•TINE OF PROWMAM

As I mentioned before, the Management at Hawthorne approved a
special developmnt authorisation covering the effort of one engineer for
about a year and a half to sot up the Program. Each Works or Plant provided
effort by an engineer and one or more inspectors for an amount of time equal
to three or four times that spent by the Hawthorne engineer at that location,
carrying out their portion of the Program. The Program was divided in three
areas of efforts (1) Establishing a uniform inspection procedure whereby
each machine is visually inspected semiannually for physical condition
including actual operation, and annually for relative radiation measurements,
(2) Radiation measurements as required for certifications and recertifica-
tions, and (3) Preparation of an annual report by a third party to ensure the
continuous effectiveness of the Program.
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Decisions for the administration of the Program reached high levels
of Management within the Company. Legal opinion of the interpretation of
Part 18 was obtained from our Legal Department. Since the authority to shut
down any machine used in manufacturing operations was required, the Works or
Plant Manager was asked to approve Part II of FCC Form 724 "Certificate of
Compliance". This decision was relatively simple and straight forward since
the Works Manager or Plant Manager has the highest authority at his location.
The responsibility for Part I of 724 was not as easily determined. The
Commission desires the responsibility for Part I, which, in reality, is the
full responsibility for Compliance, to be with an engineer or person com-
pletely acquainted with Part 18, who assumes full responsibility for the
machine, its installation, its certification, its maintenance, and continued
operation. Such a man is hard to find within WECo[ After much discussion,
it was concluded that a member of our Plant Engineering, Electrical, would be
best qualified. Plant Engineers are responsible for issuing purchase and
installation requisitions for all machines, for installation drawings and
instruction, for factory space, and for all rilooations of machines, therefore,
are the most logical to assume Part I responsibility. A Plant Engineer was
selected at *ech Works or Plant for this funOtiOUo. He Is assigned the
responsibility for Part I by the respective Works tanagr.

Assignment of the routine inspection responsibility likewise requir-
ed considerable discussion. Electrical maintenance men, particularly test set
maintenance, probably have the most experience related to radiation and inter-
ference problems. However, these men are usually assigned to specific areas
and do not have plant wide coverage. Installation electricians are gonerally
familiar with radio interference prevention but likewise have limited areas
of operation. Our electrical plant inspectors have technical training and
plant wide coverage, but have little experience with high frequency circuitry.
The option was left with the individual Works or Plant, to select inspection
personnel as they preferred. However, as I mentioned previously, one of the
objectives of the lot visit by the Hawthorne engineer was to train the
inspectors and acquaint them with the overall problems of radio interference
prevention.

The routine inspection program was established at each Works or
Plant during the lt visit by the Hawthorne engineer, and required from two
to five days. The activity began with a briefing conference of an hour or

so, during which the different types of devices were discussed, the inspec-
tion log forms were reviewed, and particular attention was paid to the
procedure to be followed for machines that did not pass inspection. In such
cases the inspector is to issue a "Maintenance Required" form to the pro-
duction organisation. This form identifies the machine and points out the

condition to be corrected. Before completing the form the inspector is to

discuss the correction with the production supervisor and mutually agree upon

a reasonable time limit during which the repair can be made. Both the

seriousness of the condition and the production demand are to be weighed to

determine the time allowed for the repair. The agreed upon interval of time
is entered on the form and a recheck date indicated. The inspector is to
return at the agreed upon time and if everything is in order, a supplementary
log sheet is entered and the case closed. Howevero, should the correction
not be made, the inspector will again contact the production supervisor,
issue a second "Maintenance Required" form and notify the responsible Plant
Engineer. The Plant Engineer will review the case and as authorized, order

the shut down of the machine should the situation warrant.



Inspectors were instructed to check for proper shieldin•, bonding
grounding, missing panels or fastenings, and conditions in general that might
result in increased radiation. A special compartment was provided, on each
machine or installation, for posting the original copy of each inspection
log and maintenance required form. These visual inspections are to be made at
least once every six months. The annual relative radiation inspection will
be discussed later.

The second phase of the Program, certification or recertification,
took place a month or more after the first visit for establishing the visual
inspections. During the interim, all machines requiring maintenance were
repaired and in moms cases altered to assure the lowest possible radiation.
The Hawthorne engineer returned equipped with an Empire Devices NFl05 and a
Stoddart NM2OB Field Intensity meters. The group certification procedure was
followed and separate certification manuals and FCC Form 724's were prepared
for each group. Several shops required more than one 724. The measurements
procedure will be discussed in more detail later. As the measurements were
made by the Hawthorne engineer, the inspector for that area took readings on
a Sprague Model 500 Interference Locator, to give comparative data and become
familiar with the use of the test set.

When the measure-
ments were all taken, the certification manuals and 724's were typed locally
in proper quantity. The local responsible engineer was left with the task
of obtaining the approval of his local Works Manager and filing with the FCC
Rogional and the Secretary at Washington. He was advised to send the documents
to the Secretary of the Commission at Washington by registered mail with return
receipt requested. This receipt serves to establish the beginning of the 60
day period during which the Commission agrees to notify the user of any changes
desired in the Certifications. After the certification manuals were completed,
the inspector was instructed in the use of the Model 500 Interference Locator
for making the annual relative radiation measurements, both for individual
machines and groups. He was also shown how to interpret the Certification
Manual in order to know when a machine measured by the Model 500 was approach-
ing excessive radiation. Details of this procedure will be discussed later
also.

The final phase was to set up a *watch dog" over the program. At
first it was thought that the WECo headquarters at 195 Broadway, NYC should
assume responsibility for ensuring that the Program continued to function.
After some discussionp it was concluded that this function should be local,
and also that it should involve a third party and take the form of an annual
audit. The procedure agreed upon was that a separate group would annually
audit the records of the inspection organisation to determine that the proper
number of inspection logs were being entered each year. Changes in location
of machines and maintenance required would also be noted. A random sample
of about 10% of the total nmmber of machines would then be checked on loca-
tion to determine that the logs and entries were made properly on the machines.
This audit is then submitted to the Works or Plant Manager directly on a
standard form which presents the report in a simplified, easily read manner.
Although this entire program has been in effect only a year or two, we believe
it is effective and will keep our Company in Compliance with Part 18.

IV. ADMINISTRATION AIM

In a Compmn. as " age and a spread out as ours, uniformity of pro-
cedure Is both of major importance and difficult to maintain. To cope with



this problem, we utilize a system of issuing Manufacturing "Division Instruc-
tions" - MDI'o When Company-Wide uni-
forsity is required, the instruction is issued by our Business Methods organi-
zation at Headquarters, 195 Broadway, NYC. During the first few months of
carrying out the Program, the Business Methods people at Hawthorne cooperated
with headquarters to prepare, approve, and issue a Company-Wide Instruction.
The Instruction defined the functional responsibilities of all organizations
involved in carrying out the Program continuously. Administrative but not
technical procedures were defined. Subsequently, each Works or Plant has
issued its own local MDI defining its local organizational responsibilities.
During the period of setting up the Program, many lessons were learned,
resulting in a revised MDI, with almost 60% rewrite!

Tecbn!cal information was organized and issued for Company-Wide
use in the form of a ianufacturing Sta Isrd. Most of the information con-
tained in the Standard was taken directly from Part 18 of the Rules and
Regulations of the FCC. It was reorganized to fit our Company procedures.
A certain amount of engineering know how is also included in the Standard,
to assist inspectors and certifying engineers in measurements procedures.
One function of the Development Engineering group at Hawthorne, headquarter-
ing the Program, is to maintain the Standard up to date. This group sub-
scribes to Volume II of the Rules and Regulations and receives Transmittals
when issued by the Commission. These are reviewed, and changes are made in
the Standard in accordance with changes in Part 18. As new testing pro-
cedures are developed, these are included in the Standard also..

Three standard forms are used for the inspections. SLIDE NO. 4:
MD 686R is an Inspection Log for Dielectric Heaters. SLIDE NO. 5: MD 686RA
is used for induction heaters, ultrasonic devices, RF stabilized arc welders
and miscellaneous machines. A log identifies the machine and its location.

The first three entries check the machine operation during
production and expose good (or bad) habits of the operators that might effect
radiation. Routine Inspections are performed without prior notice to the
using shop so that actual operating practices may be observed by the inspector.
The balance of the entries pertains to the physical condition of the machine,
and operation is suspended while these items are checked. SLIDE NO. 7:
When an entry is indicated "Bad", the inspector must issue a "Maintenance
Required" form. If the inspector is uncertain about an entry, he will check
"doubtful" and observe the condition carefully at the next inspection, at
which time it may be "bad" or found to have beea corrected by regular main-
tenance. All inspection logs are prepared in triplicate: the original is
posted on the machine, the duplicate is sent to the "responsible Plant
Engineer", the triplicate is retained in the inspection department. All
logs are retained for at least 5 years. SLIDE NU. 8: When maintenance is
required, Form MD 850B is issued. As mentioned before, the inspector will
determine a reasonable time within which the repairs are to be made. This
is generally with the agreement of the operating supervisor, however, if the
condition could cause radio interference, the inspector will insist that the
repair be made at once. If he needs support he can call upon the responsible
Plant Engineer and an imediate shutdown can be made. When an MD 850B is
issued, a follow up inspection and log are required.

Part III of FCC Form 724 is a testimonial that the machine involved
is properly designed and meets the FCC requirements and has been installed
so that it will be operated within the requirements. When Form 724 is issued
covering a newly purchased machine, the manufacturer's certification manual,
based on prototype aeasurements, or type approval number, is attached with
Part III, and the responsible Plant Engineer who sips Part I also signs



Part III. As some of you have probably heard, the Western Electric Company
has embarked on a Company-Wide program to persuade all of our suppliers to
provide us with certification manuals which are ac.ept;ole to the Commission,
or Type Approval numbers which they obtain from the Commis-ion directly.
This policy is very important to us for tuo reasons: (3) If the supplier has
a Type Approval Number or an acceptable Certification Flanual, we know the
machine has been designed and proved to meet the radiation limits set forth
by the Commission. In a few cases, we have spent ceveral thousand dollars on
poorly designed machines, or have even Junked them. (2) It is expensive to
obtain tie data required for an acceptable Certification Manual. The supplier
can obtain these on a prototype or on type approval by the Commassion
and the costs will be divided over al2 additional machines of the same model,
thereby distributing this expense among several customers and not require
each customer to bear the total expense of radiation measurements.

When we move our machines around, as we do at frequent intervals,
or modifr their application, we have to recertificate. Not infrequently, we
will move an entire shop! We use a standard form SLLDEO. 9": MD 850C-PI-]3
called Certification Manual. This Manual can be used for individual or group
Certifications and contains individual data pages for Foler Pattern Data
SLIP& NO. 10 measured and extrapolated, rate of attenuation (4 lobes),
SLIDE NO, a, specific bands SLIDE NO, 12, of spurious frequency radiations,
power line radiations, and graphs for polar pattern SLIDE NO. 13, rate of
attenuation LIDE No. 1A (Semi-log), and frequency vs. signal strength
S (log log). In addition, a page of general operating and
installation information, and SLIDE NO. 16, a field intensity meter infor-
mation sheet are included. We have found this standard form adequate tc
record the information required for any shop or machine. Item modifications
are made when required.

Since the Commission gives us the option of posting the FCC Form
724, with the attached Certification Manual on a machine, or posting a
Certificate which tells where the 724 and Manual are conveniently located,
we have prepared a standard Certificate Form D 850 CA SLIDE NO, 17. This
is posted on the machine and gives the locatiot, of tke full documentation.

V. MEASUR&E'V~E PKOGRAM

I sincerely believe that training in measurements technique,
filtering, and shielding of Industrial, Scientific, end Medical equipmerts
could well take a whole year of College level laboratory training, anl theft,
when the diploma In issued, it should include the adxonition "never forgot the
"boogy" factor!" When one least expects it and apphrently from nowhere can
appear a signal 40 db above, and minutes later its gone - never to be found
again! I

For our radiation measurements we have experimented with various
equipments including the Ferris Model 22/32, the RCA Modele 301B and 308B,
and are now using the Empire Devices NF 105 and Stoddart NM2OB. Early
exasperations resulted when an 18 mc signal measured at the same location and
instant on different instruments varied 40 dbi Recently everything was going
fine on harmonics 1 to 10 for a group, until the 21st harmonic of machine
No. 10 operating on a different fundemental overrode the 3rd harmonic of
machine No. 17 and ended up setting the pattern for the entire group of
machines.

Time will not permit and the experiences wil 3-vot interest many of
you, therefore, I will limit this portion of the paper to a more general
outline of the procedures we follow in taking data for Certification.



Interworks shipping of the Fim1d Intensity Meters is a major problem. Our
shipping containers grew heavier and heavier, in an effort to avoid shipping
damage. Our shipping weight is now well over 1,000 lbs., and we still have
damage during every shipment. When the equipment arrives we rent a station
wagon SLIDE NO, 18 and mount the Field Intensity Meters and accessories on
the wagon for local handling. For close range testing we often use the Tea
Wagon-Setup. SLIDE NO. 19. We send our meters to the suppliers every two
years for overhaul and calibration, or more frequently when damage during
shipment warrants.

Most of our measurements are made for group certification. Read-
ings are taken of the radiations from the machines on harmonics at fairly
close range, 50 to 200 feet, to determine what harmonics are within the
category of "maximum to 15 db down". We do not stop at 10 harmonics but may
go as high as 40 or 50. The machines are operated individually, usually
with maximum plate voltage and under no load, and at a time when interference
from other machines is not present. If the building in which the machines
are located appears to have "hidden antenna" possibilities, readings of a
given machine may be taken in three or four locations to determine if there
are any conducted or beamed patterns at any frequency. When all machines
in the group have been tested in the above manner, their signal strengths
are extrapolated to 1000', using inverse square law, so they may be compared.
The maximum radiation and all radiations within 15 db. of maximum are then
identified. At least all of these signals, sometimes many more, are in-
cluded in the "machines operating" when the measurements required by Part 18
are made. These measurements are made with the machines in normal shop
operation. When taking data for the polar pattern and rate of attenuation
etc., we concentrate on the maximum radiation and all radiations that are
not more than 15 db down, that is are stronger than 17.8% of the maximum.
Ina sense, we lose the identify of the machine or the harmonic frequency, and
concentrate on the signal strength. The data recorded for polar pattern
and rate of attenuation contain only those within the "maximum to -15 db"
range.

Our Certification Manual has spaces for data for the maximum and
three additional lobes. Frequently "additional lobes" may be at frequencies
other than that of the maximum lobe, and may not even be harmonicaUy related
to the maximum, as they may come from entirely different machines. Although
our certification manual is standardized, supplementary tables are often
added and table legends altered to adjust for individual areas.

While the radiation measurements are being made, the local in-
spector, who is to make the annual relative radiation measurements, accomo-
panies us with his Sprague Model 500. S LI. He makes measurements
with it wherever possible and can compare his readings with those taken for
Certification. He is given instruction and experience in the use of the
Model 500 and in particular shown how to use the instrument so that he knows
when the radiation from a given machine or group of machines may be approach-
ing the limit. Some inspectors acquire skill in using the instrument quickly,
others struggle with many doubtful readings before they develop confidence
in the team of "themselves plus the Model 500"! The Boulevard Model TC-2
Convertor is used with the Sprague Model 500 Interference Locator to measure
radiations of induction heaters below 490 KC. The frequency range of the
Model 500 is 540 KC to 220 me. The Model TC-2 has a frequency range of 200
to 400 KC when used with the Model 500 tuned to 1600 KC. We have been able
to extend the coverage of the TC-2 toe 150 KC to 490 KC by adjusting the IF
selected on the Model 500. As the two "eto are always used at close range
for relative radiation testing, there is adequate sensitivity for making the



tests. When the Certification Manual in corpleted, and tUs extrapolated levels
at the limit distances are determined, the inspector is advised how much in-
crease in relative radiation measurements can be tolerated before both he and
the responsible engineer should take a careful look at the situation.

For future relative radiation measurements the following procedure
in recommended to the inspector: (1) select a location along each of four
900 radials at a distance of 50 to 200 ft. Identify these locations complet-ly
and record the absolute positions of the test set. (2) Adjust the test s,4
pickup and attenuator to give a reading on the meter scale below that at which
AVC becomes effective (roughly 20%), (3) Record complete test set information
and readings on the Inspection Log (Use back of page if desirable). (4) Dupli-
cate the setup conditions very carefully when future relative radiations tests
are made to eliminate all variaeles except the received signal.

VI. CO•CLUSIONS

In a Uompany like Western, a responsibility like Part 18, is very
lifficult to control. bew plants and new shops are frequently being established.
Machines are moved among these plants and shops. Personnel is fluid,
responsible persons are shifted, promoted, retired. With all of this in
mind, we believe we have set up a Program that is, and will continue to be
effective. We feel today that the Company house is in good order and have
confidence that it will stay that way. But it has been expensive. The
Hawthorne engineer responsible for the Program has devoted over 3,000 hours
of engineering time to the effort. In addition, more than 6,000 hours have
been invested at all Works and Plants involved by engineers and inspectors,
with a result that in dollars and cents over $100,000 was required to bring
the house in order. We believe that our annual expense to keep the Compliance
Program in effect, will be in the order of $10,000. However, if this Program
should, unbeknown to anyone, prevent the loss of any military or commercial
jet, or a missile, or any loss of human life, due to communications inter-
ference prevention, there is no question of the economic justification.
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RFI/EMI AT THE CROSSROADS

Fred J. Nichols
Genistron, Incorporated
Los Angeles, California

Abstract. - Electromagnetic interference controls qt this time are not compatible

with our nation's newer electronics systems. Specifications, instrumentation, and
controls are basically based )n policies established for long range commu. -, ations
as typically used by aircraft and naval vessels. The excellent policies of these

"near past" systems have not truly been upgraded into the policies required for today's
electronic systems. We have examples of the necessary efforts of ECAC, the
Electronic Proving Grounds at Ft. Huachuca, and the recently announced electro-
magnetic test facility for the Navy at the Navy Electronics Laboratory, San Diego.

These programs are aimed at defining the existing problem areas and will produce

information to prevent a re-occurence of the problems. However, these programs

basically exist today because strong management policies were not established,
or the existing policies of ten to fifteen years ago were not enforced.

A strong awakening is vitally needed today to prevent further collapse of existing

specifications so that the output of ECAC, Ft. Huachuca and NEL is not obsolete
when published. Further, strong EMI policies are immediately required at the
planning stage of new electronic systems in order that they will be compatible with

themselves as well as the environment in which they will be utilized.

Our modern electronic systems should be thought of in terms of full operational

usage, just as a countermeasure is designed jointly with a new offensive device or

system.

This paper will illustrate some typical examples of the crossroads that RFI/EMI

is at and make recommendations to establish early EMI policies on a per program

basis, as well as recommending EMI specifications on a per type of equipment or

system basis, and on an intra and inter-system basis.

1. INTRODUCTION

This is the Ninth Tri-Servic.e Conference Electromagnetic Compatibility.
In addition to these Tri-Service Conferences here. - the sponsorship of the three
military services and Armour Research Foundation, there has been a serieu of other
radio interference and electromagnetic compatibility conferences held by Bureau of Ships,

United States Navy in 1952. In the early 1950's there were several meetings on

electromagnetic compatibility in regard to future wnapons systems held by the United

States Air Force under sponsorship of the then Air Research and Development Command.
Therefore it is safe to say that we have been having nationwide conferences on

elec t romagnetic compatibility for over ten years. In addition to those mentioned, the
professional group on radio interference under IRE and most recently under IEEE has

had five national symposiums on radio interference and electromagnetic compatibility,

with the fifth of these meetings held this past June in Philadelphia.
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With this tremendous depth of national symposia and efforts of those within
the electromagnetic compatibility industry, I believe it is most appropriate that at
this time we review exactly where we are, and where we are headed. I believe it is very
necessary at this time because we are in a very fluid dynamic state of change in the
military procurement of various weapons systems. We are in the twilight hours of
weapons systems which were basically manually operated and/or manually controlled
and in transition to weapons systems which are virtually automatic whether they are
manned or unmanned. Also, we are on the threshhold of major expansions by NASA

into all forms of outer space exploration. We are, literally and figuratively speaking,
at the crossroads, and from this and related conferences we will determine future
policies in the direction of electromagnetic compatibility. Before we can adequately

make good judgements leading to policy and operational decisions for the future, we

must review our present status and prevent by design the same pitfalls that occured
in the past and are occuring at this time.

1I. REVIEW OF PRESENT STATUS

At the risk of much heated debate, it is my personal opinion that the electro-

magnetic compatibility program in the military and in industry at this time is not as

far advanced as it was approximately three to five years ago. I realize that this may be
an unpopular opinion, but let me have your attention on a few main points and we will
review these and see if we are in general concurrence. Whether we are in concurrence
or not as to the present status, I believe we will be in full concurrence as to future needs.
The reason that I feel that our status, collectively speaking, at this time is not equivalent
to three to five years ago is based on a review of history within the electronic industry
irom both a military and industry standpoint.

Three to five years ago, most of the large electronic prime contractors and/or
their major sub-contractors were accustomed to working with specific agencies in each
of the military services. For example, a given contractor could determine very easily
the agency's name and the names of the personnel in these agencies in the Air Force,
Navy, and Army. Most of us present could readily repeat names of these personnel
and agencies and in the majority of cases on the first-name basis. Specifications at
that time were more or less current, and various problems related to specifications,

interpretations, or performance could be readily solved through the usual military
procurement channels with these particular agencies and their personnel. The major

segment of the electronic industry in this period of three to five years was on a
sub-systems and component basis. Numerous companies had excellent facilities and
highly proficient technical skills in the RFI and electromagnetic compatibility field.
Most military weapons systems as stated were manned or manually controlled. The
human element in these weapons systems was quick to spot and correct difficiencies
in RFI or electromagnetic compatibility. Systems were not too complex in comparison
to today's weapons and/or space systems and with the exception of some majol systems
it did not involve an appreciable penalty to build, measure and fix. Today the build,
measure and fix approach is completely uneconomical from an engineering dollars and
cents and operational viewpoint.

While we were in the midst of this electronic procurement cycle, many missile
systems and other related complex electronic systems were in their very R & D stages.
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This period of time was approximately seven to nine years ago from today, or some
three to four years behind this three to five year period. Many military agencies set
up policies for the forthcoming missile and other complex electron'ic systems. However,
since these were R & D systems little or no recognition was given to electromagnetic
compatibility. In a few years major air frame companies as well as other major
electronic systems companies and/or their prime sub-contractors had established major
missile and/or electronic divisions. Many well known companies who had RFI and
electromagnetic compatibility capabilities in their parent plant found to their dismay that
they had a complete void for electromagnetic compatibility in the growing missile and
electronic system industry. Not only was there a void in many of these new major divisions
but actually there were no plans in their corporate growth, corporate structure, etc. to set
up electromagnetic compatibility capability. Much of this was due to lack of management
familiarization with the need for electromagnetic compatibility at the design and systems
integration level as well as to the lack of requirements in the procurement contracts from
the military services. In many cases the contracts did reference electromagnetic
compatibility specifications but the various services, on a completely independent basis
among themselves and independently within a given agency, issued waivers of various
types. This continued up to a point that some three to five years ago these new divisions
became major identities and became the "tail that wagged the dog." These major companies
by direction of the military, or through their inability to obtain successful systems integrat-
ion found major problem areas in the electromagnetic compatibility areas.

These electromagnetic compatibility problems which arose were completely new
problems to the electronic and/or missile systems management engineers. Many a
hurried call went out to the parent company for electromagnetic compatibility help but
it was then found in the parent company that the engineers who had been working on
previous systems no longer in procurement had left the company of their own accord
or were terminated. This happened because tnere was no basic policy or planning in these
new complexes wnich called for job descriptions which could be adequately handled by
electromagnetic compatibility engineers. Therefore companies which found themselves
with excellent capabilities in the past now found themselves in a position with virtually
no capabilities and they turned to outside contractors for assistance on a project-to -
project basis. I do not feel that this is a basic fault of the industry, the military agencies
or other governmental functions, or vice-versa. I feel that this was due to a collapse of
communications within industry and within the military and between them. This can be
readily shown as the EMI engineers in the military service were busy on their assigned
tasks, and industry was more or less in the same position. The military personnel
concerned with RFI as well as the industry had related problems including what they
could most effectively do within a given budget. Many of these budgetary requirements
came about, I feel, due to this collapse of communications between a new major segment of

industry forming rapidly and the other segment of industry that was rapidly disappearing.

I feel that we can all learn something from these situations. And since "it has
happened" let's examine the existing situation and look forward so that history does not
repeat itself.

Considerable effort is being devoted toward today's and tomorrow's problems by
the various governmental agencies. I believe that military and industry leaders have
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recognized the collapse and we have seen considerable cooperation between the services

to improve the status-quo and to more effectively direct our manpower and budget in the

future, so that we do not have a repeat of.some of theproblems of the last several years.

I feel the need is still great that we reach management of the governmental military and

space agencies, and industry, to be given the opportunity to prove that electromagnetic

compatibility is necessary, and that we can properly design, produce and deliver at cost
on scbhd'ile a completely usable, functional and reliable weapon or space system, nr
relateu complex electronic system. For example, it does not benefit us to have various
tight controls on an airborne weapons system and then completely relax all the controls
on the ground controls and support system. This results in a compatible system only
after we get the airborne weapons systems off the ground and in many cases the costs
in malfunctions that occur in pre-launch and cou it down equipment have been so
numerous thimt we see major areas of negligence with respect to electromagnetic
compatibility, if we wish to use a little different term, complete systems integration
and functional reliability. Due to a few typical areas which I will mention here, I do not

feel that as a collective body, we have fully reached the respective managements within
our own companies or within industry and/or the various governmental functions.

One typical example of a major step forward was that of the establishment of the
Electromagnetic Compatibility Analysis Center or ECAC at Annapolis under the
cognizance of DOD and the United States Air Force. The establishment of this has
lead to DOD level recognition that the electromagnetic spectrum of emitters was such that
the RF spectrum was over-crowded and that controls had more or less collapsed in
procuring equipment that was fully compatible with other equipment. ECAC is a
controversial subject among industry members and their spokesmen. I have been
critical myself and have expressed my criticism in the past on ECAC. My criticism
as such is not directed at ECAC itself or its people and their functions. In fact, my

opinions of ECAC, and I think of others who are intimately familiar with their functional
responsibility and job description are that they are exceptionally well staffed both from

a military and civilian civil service standpoint with exceptionally qualified, dedicated

public servants who, within their job descriptions are doing an excellent job. It must be
understood that ECAC, as established by DOD, is in essence a collecting agency. As
such they are collecting and reducing through computer techniques the spectrum
signatures and the spurious radiation from various emitters used by the military services.
The spectrum signatures are taken by the respective military services and this data is
supplied to ECAC for data reduction and comparison and final presentation to military
agencies and/or their contra.Lors who have required this information. My particular
criticisms and that of many others whom I have heard is that much of the work that
ECAC is doing should be unnecessary. By this I mean that if the management of the

military and industry had followed the policies reccommended by the present ECAC
management personnel, as well as the numerous authors from these stages here in
Chicago, on controlling the harmonic content to the existing RFI specifications, ECi.C
would have a relative simple job of collecting spectrum signatures from these existing
emitters.

If these existing emitters had followed the more or less simple procedures of the
FCC on harmonic control, the task of making spectrum signatures and the task of
reducing and analyzing data would be very simple indeed, compared to their present
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activities. I think that it can be justly surmised that each of the mifltary services and
many of their contractors more or less ignored present and future compatibility problems
of the given emitter. We have seen numerous cases where the requirements for control
of harmonic content, or all stray emissions for that fact, have been waived or completely
voided altogether on a given piece of equipment or on numerous equipments if we want
to look over a period of years. If the existing emitters in the field met specifications
such as MIL-I-6181, MIL-I-26600, MIL-I-1690, MIL-I-11748 or their equivalent

specifications, we could have a fair degree of assurance that the second harmornic
would be 60 or 80 DB below the fundamental and all other harmonics would be 80 DB
or greater below the fundamental. If we had that situation today, I am sure that you
could all appreciate that ECAC's task would be much simpler.

It must be pointed out that ECAC is a necessary function even if all emitters
fully complied with all the military specifications, as there is still a very valid need
among the various services to have a central agency that can describe the fundamental
and all incidental or spurious emissions from a given emitter or emitter system. If
all the equipments met all their respective specifications the data collecting systems
would be much simpler, and the information more readily available at considerable
cost savings to the military and industry alike. Also, the output of ECAC will always
be a necessity inasmuch as there is valid need among the Tri-Services for information
that will allow better frequency controls for tomorrow and the long-term future. In
essence, ECAC will supply information, if this has not already been done, which type
of service will lead to an equivalent of the FCC of the military services.

The electronic industry today needs to have the output of ECAC readily available,
on a classified basis where necessary and on a public basis where security risks are
not involved. In fact this output is needed urgently at this time so that management
d'xisions can be made in the electronic industry so as not to produce a new generation
of emitters which will completely void todays output of ECAC. Also, I feel that the
results of the many spectrum signatures required to date from ECAC should result
in an immediate tightening and enforcement of all existing stray radiation requirements
for all existing emitters so that we are not opening new flood gates and establishing
a complete second generation of emitters that will require a complete new set of RF
spectrum signatures.

Many an industry spokesmen has mentioned that ECAC would solve many of their
major RFI and electromagnetic compatibility problems. This I believe is an erroneus
feeling and its false hope of many and has lead to both government and industry let down.

ECAC at the present time is working generally in the area of electromagnetic
environment and I distinguish electromagnetic environment from electromagnetic
compatibility as follows:

Electromagnetic environment is the RF environment that exists
around any emitter or weapons system from RF energy released
into/or propogated into a given area. Electromagnetic compatibility,
on the other hand, is the complete set of conditions within a given
weapons system that will assure that the weapons system is
functional and reliable and will perform all the funct* ns for which
it was designed. We might say that electromagnetic environment
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involves inter-systems problems whereas electromagnetic
compatibility involves intra-systems problems. With this
review of ECAC I do not feel that their immediate output
is going to make any ICBM system fly any better, functionally
work better in its initial test stage: It will not make the intra-
systems of a submarine, ship, aircraft, etc. be any better. In
fact, I feel, that ECAC at this time is v orking in some 10%-20%
of the general total problem area in rf 1ard to the control of
electromagnetic energy.

I do want to be sure that all of us collectively recognize that the intra-system electro-
magnetic compatibility problem is within a given military system or within a given
industry. I don't see how we could establish an agency such as ECAC to be technically
qualified and staffed to solve all of the intra-systems compatibility problems. Each individual
agency and their contractors must take care of their intra-system compatibility problems. In
other related compatibility areas such as the aerodynamics compatibility of all of the surfaco.s,
projections, protrusions from a airborne item, we do not rely on outside areas for assistance
nor do we ask for waivers for performance. Electromagnetic compatibility is just one more
of the engineering design and performance requirements in a given system and should be
treated as exactly thus.

Recognition of electromagnetic compatibility problems is demonstrated by the program
at the Army proving grounds at Ft. Hauchucha, Arizona, or the Navy program now underway
at the Navy Electronics Laboratory. All of these agencies, that is ECAC, Ft. Hauchucha,
and the Naval Electronics Laboratory are spending a considerable part of their time to define
the existing conditions and I believe that this group collectively knows that the "status-quo"
is not as good as it should be. Therefore, appreciable effort is going into defining the
existing conditions.

If you'll pardon my bluntness. I do not believe the best state of the art from an
engineering standpoint and manufacturing standpoint has been anywhere near the fully utilized
state that it could be in the government procurement cycle for electronic equipment. I think
we all recognize that at any 4 ven time it was virtually impossible to get a waiver from a
given branch of the military service while the other two services were granting them freely.
At another period of time the cycle was reversed and another agency would not grant waivers
where other aW ncies did. This has led to a collapse in the communication between industry
and government, who after all is the customer and I'm sure that industry conforms to the
ultimate wishes of the customer. I am sure that I am not giving the impression that every-
thing is as black as the ace of spades. For I do not mean to do this. I want to establish the
fact, that we have made mistakes, if we can call it this, in the past and that we should learn
from i-he past and proceed in the future.

III. PRESENT DAY PROBLEMS

Today we find that we are in a whole new complex set of problems and these part'icular
problems are arising from new industries and new contractors who are totally unprepared to
cope with the various electromagnetic compatibility specifications. There are many companies
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in today's complex areas that are doing an excellent job in meeting overall requirements
of MIL-E-6051 or major weapons systems, however for each major contractor that's doing
an excellent job we find numerous others who are not. These companies who are not ha~re
not been burnt from a management or financial standpoint on electromagnetic compatibility
and they are vulnerable in their supply situation to existing military procurement agencies.
I would like to give some examples of this and trust that the message will be carried to the
management in these companies' industries or government agencies. I believe that it is a
fairly well-known fact in our particular industry, that is, those in the electromagnetic
compatibility consulting industry, that our laboratories are filled with engineering test
work. What type of test work is this ? The majority of it I am reluctant to report is the
"fix it" work. Today I feel that those in the EMC industry are still spending more time
on the measurement and fix it work than they are in the design and elimination of
electromagnetic compatibiLity problems. In addition to our laboratories being busy with
the measurement and fix it work we have made various visits to the military procurement
design and operational agencies to discuss these various compatibility problems with them
and we find it rare to find their personnel at their home base. In fact it is with very high
recurrence rate that we find that they are out of town on firefighting EMI problems.

We continually find the contractor has come to us six -mnonths too late. What was a
very simple problem to correct in the design and prototype stage is now a major
operational problem and even a greater redesign problem when cost and time are
considered. We in the electromagnetic compatibility industry are continually educating
people along these lines and as long as we have the management recognition within a
company which is generally obtained by a company being burnt on a given contract, we
find that these companies come to us early at their bid stage or early in their contract
stage. EMC is readily obtained at a low cost and in many, many cases leads to a
reduction incost versus their former experience as the electromagnetic compatibility
control program is such that most of the problems are recognized and solved at the
design stage and this leads to a very early and successful systems integration and
provides an exceptionally high functional reliability. Electromagnetic compatibility
engineering is no different from any other field where an ounce of preventi on is worth a
ton of cure.

How, ,hen, are we to convince our respective managers, whether in industry or in
government, that the best possible fire department is one that never goes to a fire or the
best possible EMC program is one where management recognizes that this is part of the
normal design and manufacturing of a given electronic system and/or its components. Due
to the numerous years of experience and the qualified personnel in this industry as
illustrated by the attendance at this and other conferences, I feel that we have to make our
efforts made known to particular segments of the government and industry in the
problem areas that I will Mention. These problem areas are illustrated in a few cases
to show that we have not solved the communication problem of those with whom we work
and/or those who establish policies within our industry and our governmental agencies.

One of the major problem areas which we see today exists in the general ground support
areas in the total aerospace industry. We will see excellent control plans, engineering
services and capabilities on the airborne vehicle within NASA and our military weapons
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systems but find a complete collapse of electromagnetic compatibility in silos, block houses
and other major ground support equipment areas. We are finding some recognition in the
block house area and those involved with the prelaunch or countdown because of the
necessity to get true "go" or "no go" signals. However, it has taken quite a bit of
pioneering and educational effort to convince the engineers, contracting officers et cetera
of this ground support equipment that electromagnetic compatibility requirements do apply
to their equipment. We have heard the statement so many times quoted, "this is not
airborne and therefore radio interference and electromagnetic compattbilty does not apply
to us. "1 In many cases these statements come from those closely allied to or within the
computer industry and the same engineer who makes the statement is in the next minute
complaining that somebody's "off-on" transient makes his computer inoperative!

Inasmuch as I mentioned "computer" and in particularly at this point, "digital
computers," I think all of us will have a smile from the numerous problems which we
have encountered on digital equipment because of the extreme high level broadband level
of interference voltages which they generate and their extreme vulnerability to transients
of all types. I feel that the "ground" computer industry in many instances is not abreast to
the equivalent engineer in the airborne computer industry. Those working on airborne
computers from their experience in the ICBM field and prior to that in the aircraft field
have found the necessity for electromagnetic compatibility whether their equipment was a
radio emitting or receiving equipment or not. In any event computers readily malfunction
under all types of transients and their basic methods of operation do generate appreciable
energy throughout the radio frequency spectrum. The computers used on the ground,
whether for the processing of data related to flight test work or the payroll computer
down at the headquarters, all fall into a vulnerability area that needs to be examined more
closely.

Another major problem area is the "never-never land" between the power engineer
and the electronics engineer. We find today that, due to computers as mentioned above and
communications systems used below a hundred KC, that there is a lack of firm definition
of systems responsibility as to the proper control of stray energy in these frequencies. We
find in many cases the harmonics of 400 cycle or other higher frequency power supplies
appearing as iraerference at orders as high as the hundredth harmonic or in some cases
even greater. When we fall into this condition that the harmonics from a power supply
are occupying the spectrum with very high signal levels from 10 kc on up to several
megacycles that the power engineer does not recognize nor does he know how to control
these harmonics. He is not a filter engineer and surely he is not a transmission engineer.
The transmission engineer on the other hand is an expert in the megacycle and higher
frequency bands and has very little experience with considering power lines as a
transmission line. The electromagnetic compatibility engineer, on the other hand, is
fairly experienced in this field and can solve these problems fairly easily if he can
get a meeting of minds among the power and electronic engineers as towhose responsibility
this is and where the correction should be made and at what design level problems of this
type should be assigned to in the future. To date the historical factors are that the power
engineer gives very little consideration to harmonics above the third, fifth or perhaps as
high as seven and the harmonics appearing at higher frequencies are really not his
problem and are really basically those of the communication engineers. It is the age old
problem "It's not my problem but yours. -52-



A silailar situation exists on large complexes where electronic equipment
is dcployed over a wide area. This is true in industry as well as military, in
industry we find it in large processing plants such as refineries, chemical plants,
etc, and th_ military we find it in block houses, missile tracking stations, or in
various military bases where the communication equipment, tracking equipment
and lainth sites by necessity are deployed over great distances. Again we run into the
prob'ti, i jurisdiction between electrical and electronic people. The major problem
areas that we continually run into in this area is the lack of definition of a ground,
or what the electrical, electronic and instrumentation engineer means by the word
"ground". We encounter numerous problems where the placement of various conductors
whether in trays, racks, suspended on messengers, an other types of installation,
is wholly left to the electrical contractor, and the electrical contractor experience is
completely lacking, as to any regard to electromagnetic compatibility. In fact, his
total experience is limiteL to the National Electrical Safety Code, and as long as
the building site inspector, whether military or state, approves the installation he
feels that he has performed a satisfactory job, and I believe he is correct as he
was not given any plans or spoecifications to guide him in his bidding or construction.

The number of cases that we have run into where power lines have been inter-
laced with high impedance lines, where teletype lines have been interlaced with
instrumentation lines, etc. are far too numerous to illustrate here. We need, a
clear definition as to what is an electronic installation and what is an electric
or power installation. The same situation which I mentioned in regard to these
large missile complex is also true with respect to the various silos, which are

being built at this time on the ICBM Programs. The military procurement cycle
on these at this time is such that one agency breaks down the specifications in
such a way that an A & E contractor, who is generally only power oriented, designs
the silo from a facility stand point. After the A &E has finished his respective
specifications, the specifications are broken down into as many denominators as

possible to favor the most numerous competitive bids.

The procurement then becomes one of a component or sub-system approach,
and when the silos are completed they are fully integrated from a power stand point,
but there is no consideration given whatsoever of looking at the electromagnetic
fields created by the individual sections that have been put together for the power,
light, heating, air conditioner, and other facilities to make the silos inhabitable.
In numerous cases the electronic tenant, that is a missile system, it's countdown,
launch check-out equipment, etc. cannot live in the facility do to the failure to
recognize electromagnetic compatibility. There have been contract awarded by

the United States Air Force to various companies in our industry, to clean up this
situation and many of the large contractors, that is the missile companies such as
the prime contractor on the Atlas, Minuteman and others, have corrected this with
their own in house technical personnel.

Another major area of concern is that within the ship building industry, where

the ship building company, which is basically the structual manufacturer, has been
modifying ships for telemetry and tracking useage or radar pick up, and our other
patrol, and numerous other communication duties. These companies have found that
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they are more or less on the overnight basis in the electronic system bases, as all
of this equipment is being supplied and/or procured by them to mount or install
within these various ships. This has lead to numerous compatibility problems in
that the project managers on these projects do not allow for any possibility of
problems to integrate the various equipment on to the end item, in this case the
ship. I think it is somewhat a reflection against the electromagnetic compatibility
engineers in general, that the years of know-how that existed in supplying electronic
equipment to aircraft could not be utilized within a ship.

There are numerous other problem areas that covid be mentioned, and one
that comes to my mind quite readily are the various communications, advance
warning stations, such as the Dew Line stations, etc. on our various outer
perimeter defense systems. The use of shielded rooms is very common. These
shielded rooms present quite a problem in themselves, in that they are invariably
put together by structural people. The filters and other RF provisioning to utilize
the room are supplied by power people and when the room is in essence ready for
operation it is generally found that the room is completely unoperatable. This
has been touched on by many on various articles in the trade magazines. Mr. John
O'Neil of the Signal Corp, approximately twelve to eighteen months ago, wrote an
excellent article expressing his and/or perhaps the United States Army view point
in the various difficulties along these lines.

We collectively must reach some way to inform those in new industries
coming into the military scope and those utilizing or contaminating RF Spectrum,
in order that they may be aware of any possible electromagnetic compatibility
problems that they may encounter, and we must tell them, that there are services
available to supply them, if they do not have the in-hous capability.

On the positive side of the ledger, we see major recognization by the govern-
mental agencies in areas such as project HERO and project RAD-HAZ. These
are major government activities as Pm sure you all are aware, that are concerned
with the effects of the electromagnetic environment around the system. For
example, in project HERO the initials themselves, HERO are derived from
"Hazards, Electromagnetic Radiation-Ordinance" and RAD-HAZ from a contraction

of radiation hazards. Generally speaking, as the name HERO indicates, this
is concerned with the electromagnetic environment of various ordinance devices,
and, Project RAD-HAZ has to do with radiation hazards to personnel. Pm sure
that you are all aware that there are also radiation hazards to equipment. Not
that it will effect the failure rates as far as the components itself, but it may
cause the equipment to work to other than its design specifications, and we have
excellent examples of the environmental effects of electromagnetics field in the
electronic counter measures field. There is, at the present time, other high
order governmental recognization, such as in the area of secure communications,
and other EMC plans, which are beyond the scope of this paper, to improve and

correct existing conditions, and to prevent future EMC problems. It has always been
my major concern by the expressions and illustrations shown here, that, before these
long term plans and programs become wholly effective, to see that the existing
situation does not further deteriorate.
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IV. FUTURE RECOMMENDATIONS

In order that we can assist tl,,, total defense effort, through the conservation
of the RF Spectrum to control the electromagnetic environment and to have intra
and inter system compatibility, we must look at the total meaning of "how do we

obtain electromagnetic compatibility?" This can only be obtained by looking at the
total concept. This total concept consist of four major phases:

Phase I:
The black box component, chassis, or console level: such as equipment or

sub-systems that would be covered by Mil-I-26600, Mil-I-6181D, Mil-1-16910,
Mil-I-11748 and others. At this time I feel that 50% of our total compatibility
problems lie in this Phase I catagory.

Phase 11:
Intra-Systems Level: Here specifications such as Mil-E-6051, covers

the intra-system compatibility problem, and much effort is being done today
particularly within the Air Force at ASD,BMS, and SSD and the others in
complying with specifications such as Mil-E-6051 or its equivalent. It is my
feeling that 30% of the major compatibility efforts lie into this problem area, and
when Phase I and 11 are concerned we now have encountered approximately 70%-80%
of the total compatibility problems that we are confronted with at this time. Most
field an operational compatibility problems are encountered at the Phase 11 level.
However, in a large majority of cases the Phase 11 level problems are due to

negligence of Phase I requirements.

Phase 11m;
Inter-System Compatibility: At this time there is no existing specifications

requiring inter-system compatibility requirements by thq-military, nor do I know of
any contractural requirements requiring inter-system compatibility. This would be
the case typically as compatibility between a Minuteman, between Atlas a B-52 and
a B-58, a Army Ground to Air Missile versus an Air Force Air to Air Missile,
versus a Ship Launched Sea to Air Missile. We have seen individual system require-
ments within the governmental scrvices requiring this but in verynebulous terminology
because it is very difficult from the present procurement systems and the state of the
art to state in advance the total contribution to the end electromagnetic environment about
a given weapons system, will be known in advance, therefore, it would be extremely
difficult at this time to state in RFQ or in contract terms what would be the compatibility
problems between any two of the major systems that I have mentioned.

I feel that the problems in the Phase III are some 10% of the total electromagnetic
compatibility. The reason I have selected the 10% is that if Phases I & II have been
complied with the probability of the inter-system compatibility is very high and
further that the total inter-system complex contributes little to the total RF 3nvironment.

Phase IV:

System to Environment Compatibility and Environment to System Compatibility:
Examples of this wuld be that a given weapon or space system as mentioned is emmitting
stray and spurious energies, as well as fundamental energy, and the stray effects of
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this is therefore contributing to the total RF environment. This one system to an

unknown degree is contributing to the electromagnetic environment in a given area
and this environment may cause reactions to other systems that is susceptibile to
these environments, therefore, having an environmental to systems compatibility
problem. I feel that this is perhaps some 10% of the total compatibility area.
The work of project HERO, RAD-HAZ, ECAC, Ft. Huachuca, etc. is in Phase IV.
Phase IV is obviously necessary at this time because there has been some
deteriorations of Phases I, II, and III respectively. But I again would like to
repeat that unless emphasis is placed in Phases 1, 11, and III, Phase IV will never
be under no ntrol.

I thir, it is appropriate at this time that I state that the four levels or the
four phases of electromagnetic compatibility are not new. In fact, I can make
no claim whatsoever as to the originality of these statements, or the four level
concept, in as much as this information was presented to the industry and military
in 1950 or 1951, through the Rand Company, to all existing and future electronic
and/or missile manufacturers who were interested enough to attend symposiums
sponsored by the United States Air Force at the Rand Corporation in Santa Monica,
California. I had the honor of attending this meeting, which many then considered
was really in the "wild blue yonder" and was many, many years in advance of its
time. The gentlemen who made these statements, I believe, are among Lis today,
or their representatives, in as much as the originator of this , to the best of my
knowledge was Mr. Paul Georgi, then of Headquarters, One Detachment,
Air Research Development Command and another destinquished gentlemen in our

field, Colonel Woolwine, along with other RFI noteables such as , N.D. Flynn,
Major Al Blue, of the United States Air Force, and many others were present when
this information was presented to major industry and government leaders.

The four levels of compatibility are just as valid today, if not more so, when
they were made in the above referenced meetings.

V. CONCLUSIONS AND RECOMMENDATIONS

Numerous recommendations could be made as to improve the situation, however,
in bringing this to a conclusion I think a few major points should be briefly mentioned.
And if these major points are recognized, the other recommendations "- uld merely
be details of the major items.

1. Recognition is essential for the long term compatibility program of military,
industry, and space programs. The four levels of compatibility requirement must
receive the full recognition. Today by the programs as stated by this paper in the
RF environmental area is excellent. We have to immediately embark (n the
other three levels with somewhat of the philosophy of the weak link in the chain.
Phase I. continues to be the weakest link in the chain with Phase II, III, and IV

being other links, but greater strengths when compared to Phase I. When Phase I

is fully under control, Phases II, III, and IV will become much less of a problem.
When Phases I and II are under control Phases III and IV become less of a problem.
When Phases I, II, and III are fully under control Phase IV will be a minor problem.
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2. Control Plans or Specifications. It is essential in the weapons system under

procurement, or future procurement, be procured in such a manner that electromagnetic
compatibility receives full recognition as one of the design requirements and one
of the functional objectives of this system. This can be reached by control plans
and/or adequate specifications. I do not believe that specifications ever can be
written which will fully acknowledge the problems of tomorrows systems, however,
existing specifications with control plans, just as new items are designed, will
reflect the needs of the new systems. I feel that all of the services should give
the same emphasis to control plans for electromagnetic compatibility as is given
today by only part of the governmental agencies. The specification area always
needs correction and much work is being done today particularly at ASD in the
near issuance of Mil-Std-826. I feel that specifications within the other services
and NASA need to be upgraded to reflect the requirement of Phases II and IV, or
Phases I and II need to be tightened in such a way that phases III and IV will be
more or less automatically met.

3. Instrumentation: There is much discussion today that the .'o called RFI
meters and instrumentation are out of date. I do not wholly agree with this
concept, we can obtain full systems compatibility without using RFI meters
as such and can perform this compatibility in terms of the equipments own
receiving and/or emitter equipment. I feel that better instrumentation is
necessary to meet all of the conditions of Plase I and Phase H. Phases III
and IV as illustrated in this paper need to be thought of more in terms of the
end system performance rather than RFI or Field strength instrumentation.

4. Central Control; The establishment of "central policy agency " within

the government to coordinate the policies and requirements of Phases I, U,
MI and IV.

Perhaps this is under consideration today by agencies such as ECAC, if not
ECAC or an equivalent agency should be established or expanded to coordinate
the requirements on a Tri Service bases of Phases I, H, III and IV. Each

of the individual services then should take this policy direction and come up
with the necessary requirements for their particular systems in order that
the systems itself will have full compatibility and that an Air Fcrce, Army
Navy or NASA system will not violate the environment that exist today or is
planned for the future of other services systems. We have a somewhat

similar example to this governmental agency in the industry today in regard to the
FCC, however, the problems of the military and space agency are considerably

different then the scope of the FCC. The basic policy concept, 1 believe is one of
the same and that is to have a central agency determining policy for electromagnetic
compatibility and spectrum conservation among all government services and NASA.

Each of us here today, can help in "bringing't bits and pieces" of this message or
related messages in your terminology for your own individual cases to the management
attention, not only in your company or individual industry, but to all industries on a
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collective basis. I heard "Rupt" Haskens, of NRL, at one time mention in the
corridors here " that we spend to much time waltzing each other". This I believe
hits the nail on the head. We will not in the immediate future, or in the long run, serve
our nation 7n the electromagnetic compatibility area by "waltzing" each other or
convincing each other of our respective needs. Doctors have never cured a patient
by discussing them with each other. However, the discussion with each other does
give us common outlooks and common objectives, so that we collectively speaking will hax c
the same general view points to curing this patient. We can make immediate steps by
offering our services as speakers to other engineering societies, to attend briefings
wherever possible, etc. in order that we may reach higher levels within the governmental
agencies who are in essence the ones that establish policy for electromagnetic compatibility.
I would like to feel that the major part of our effort perhaps , today is at a third
tier of operation. This third tier of operations in the governmental system would be
more or,less a kin to a system as follows:

Tier 1. would be the requirements, planning for governmental use of
the electromagnetic spectrum some five to ten years in advance.

Tier 2. would be these same governmental agencies, who are at the present time
developing specifications , design objectives, etc for next years weapons and space
system.

Tier 3. is the existing weapons systems and/or space systems that are at
today' s operational level, and are "fire fighting" today EMC problems.

I think it is obvious that the majority of us are working to some 90% of our own
capabilities in the Tier 3 level, as this is where the existing electromagnetic
compatibility problems exist, and some 10% divided into Tier 2 and Tier 1. We are
working Tier 2, but need more activity in Tier 1.

ECAC and the other agencies are working on today's problem, yet the work
on today's problem has given us the foundation and know-how for tomorrow's problem.
We need to be more active immediately into the Tier 2 level for next years syste~ns,
and with this background we will be invited into the Tier 1 level.
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Abstract. - The purpose of this paper is to discuss the basis for the formation
of spurious products and to show methods for prediction of troublesome spuri-
ous responses. Considerable research has been expended toward these goals for
a period in excess of ten years. Many investigations in this field begin
with the normal binomial expansion of two summed sine or cosine functions and
eventually attempt to show that the mixer rigorously follows these equations
in the formation of spurious products. Many devices and methods have been
employed for demonstrating that mixers behave according to the assigned mathe-
matical model, and more recently resea±-chers have accurately predicted 5he
amplitudes of the spurious products generated by certain mixer types up to
about the fifth order of generation.

The majority of experimental evidence demonstrates that, for the
conditions established during the experiment, the mixer will follow the mathe-
matical model. Unfortunately, devices for reducing spurious products based
upon the theories so established do not always function as intended. In fact,
the data presented by any given investigator may not agree with the data
extracted by another, even though the conditions for both experiments were
believed uu be established in the same manner.

This paper discusses the effects of injected local oscllator and
input signal harmonics, emphasizes their relative importance in producing
responses, and demonstrates their experimental effect on mixer measurements.
Possible sources of such harmonics are outlined.

The absolute response level is shown to affect the relative spuri-
ous response rejection measurements for responses having large q values.

A reliable mixer response prediction method based on sample response
measurements is presented. Its application to receiver spurious response
prediction is discussed along with associated pitfalls and limitations. The
basis for the method and the various relationships for its use are examined,
Experimental results illustrate the accuracy of the prediction procedures to
the tenth order Pf generation.

I. INTRODUCTION

The process of combining two-unrelated signals to obtain a third
signal at the sum or difference frequency has been employed in electronic
devices for many years. The circuits which accomplish the combining process
generally produce unwanted products as well as the required signal. The
unwanted products are generated by nonlinearities within or prior to the mix-
ing circuit and are classified as products of nonlinear mixing.
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Linear mixing may be defined as that form of mixing which produces
only the sum and difference frequency of the two input fundamental frequen-
cies. It produces no harmonics or other mixing products and is the desired,
but thusfar unattained type of mixing. The analog multiplier more nearly
approaches a truly linear mixer than any other known device, but only at very
low frequencies of operation.

Nonlinear mixing is the form of mixing presently used for heterodyn-
ing two frequencies to obtain the sum or difference frequencies. The result-
ant by-products of such mixing are a never ending annoyance to the design
engineer and to the receiver operator. Considerable effort has been directed
toward the 'rcblems of nonlinear mixing for more than ten years. The results
of many investigations are inconclusive and suppression devices based on
other studies are not entirely effective. In many cases, the data obtained
by one observer will not conform to that taken by another, even though the
test conditions were believed to be identical.

II. MIXER MEASUREMENT

The greatest problem in establishing a mixer's conformity to cur-
rent theory appears to stem from the difficulty in obtaining accurate experi-
mental data. Many factors contribute to measurement error when the data are
to reflect the action of the mixer nonlinearity alone. Depending upon rela-
tive rejection, the injected harmonics of either the local oscillator or the
input signal can have a highly detrimental effect on the mixer measurement
accuracy. The harmonics of the smaller signal are particularly troublesome

in this respect.1 Tables I and II show the changes in measured rejection
when the harmonics of the two input sources were introduced separately into
a diode mixer system. It is noted that the harmonics of the local oscillator
source are not significant response generators for the 1N82A diode mixer on
which the data were taken. This is due to the fact that the mixer generates
a much greater level of spurious responses than do the harmonics injected
by the local oscillator. Such would not always be the case if the harmonic
level of the local oscillator source were greater or the spurious response
levels of the mixer were lower. A high degree of harmonic rejection must
be obtained for accurate measurement of the mixer nonlinear characteristics.

Another possible source of harmonic injection is created by the
use of filters to reduce thp harmonic level injected by the signal generators.
The stop-band impedance characteristic of the filters is such that nearly all
incident power is reflected back along the input path. This condition is
usually true at both the input and output terminals of the filter and causes
any harmonics coming from the mixer to be reflected back into the mixer.
Since the mixer generates substantial harmonic levels related to either
input signal, the filters could cause simulated harmonic injection by reflec-
tion. The effects of these reflected harmonics can be reduced by the addi-
tion of attenuators between the filter and mixer. Other sources of mismatching
can be similarly treated to prevent the reflection of mixer generated har-
monics

A similar error contribution can be introduced through intermodula-
tion products created in either the signal generators or the instrument used
as an IF detector. Care must be taken to properly isolate the two signal
input sources and the detection instrument in order that intermodulation will
not be a factor in the measurements.
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Another source of measurement difficulty results from the various
frequencies selected for the test. Under certain conditions, two spurious
mixer products may fall simultaneously within the detector passband and the
reading obtained will usually correspond to the larger of the two. To illus-
trate this phenomenon, assume that 10 Mc, 11 Mc, and 1 Mc are chosen as,
respectively, the local oscillator, input signal, and intermediate frequen-
cies. Further assume that the level of the (2, 7, +) response is to be
obtained. The first numeral designates the local oscillator harmonic, p,
the second numeral designates the signal harmonic. q, and the sign designates
the sum or the difference frequency of the giver product. The input signal
frequency is set to 3 Mc and the reading is made. Under the above condi-
tions, the investigator ha• probably obtained an erroneous measurement since
the (2, 7, +) and the (1, 3, -) responses both oc Apy the 3 Mc frequency
position. The (1, 3, -) response level is generally about 20 db greater
than that of the (2, 7, +) response; thus the former response will predomi-
nate at the common frequency.

The fact that the level of a given (p, q, ±) response pair is
independent of sign (for a simple nontuned mixer) enables one to measure the
(2, 7, +) response by measuring the (2, 7, -) response. The only difference
lies in their relative frequencies of occurrence. With a suitable choice of
sign, a unique frequency is found at which the true level of the response
may be measured. A considered choice of operating frequencies is also help-
ful in this respect.

III. MIXER THEORY

The mixeir is essentially a nonlinear element functionally connected
into the electronic circuit. As a nonlinear element, the mixer may be de-
scribed mathematically as a polynomial of degree n. Substitution of the
representation for two summed cosine waveforms into the mixer polynomial
yields the rultiplicity of frequency terms normally associated with nonlinear

mixing. 2The amplitude coefficient of each frequency is a series of terms
involving either odd or even orders of the mixer polynomial. The usual approach
is to assume that only the lowest order of generation for a given frequency
is significant, thus greatly simplifying the problem. If the mixer is operated
at an appropriately low level and the bias is properly established, good con-
formity to this theory may be obtained from the experimental data. At high
levels of operation, the assumption no longer holds and poor conformity is
the result.

IV. MIXER PREDICTION

Thc mixer prediction system discussed hereafter is almost entirely
divorced from the representative mixer polynomial and the search for the
polynomial constant coefficients usually associated with mixer prediction.
Th's method utilizes a representative sample of measured mixer responses to
predict the levels of all responses whose order is represented. The method
is not as sensitive to bias or overdrive conditions as are former methods of
prediction. Though based on the same simplified system of lowest order generat-
ing terms as former methods, this system actually arrives at an effective set
of polynomial constants and an effective local oscillator to input signal
power retio. The effective polynomial constants are never actually derived
because the system ulitizes them in the form of a sample measured response
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representative of the associated order. However, if the absolute power level
of either input to the mixer were known, these effective constants could be
calculated.

The procedure for response calculation is repetitive and can be
learned very easily. Essential to the process, however, is a set of con-
stant coefficients which are different for each order, but which are readily
produced. These constant coefficients are associated with the primary or
lowest order generating term producing a given response. They are computed
by dividing each term of a Pascal's triangle of binomial coefficients by the

factor 2 (n-l), where n is the polynomial term order or the value of (p + q).
These c-efficients may be arranged in triangular form as shown in Table III.
For use i: the nrediction method, the coefficients are expressed in decibels
as shown in Ta•je IV.

Triangle Relationships for Prediction

The mixer response prediction method is based on certain ratio
relationships existing between responses of common order, i.e. those of the
same row in the triangle of response factors shown in Table V. The ratio
between the adjacent members of a row of responses whose fixed constants
have been removed is the ratio of the input signal level to local oscilla-
tor level. This is extended to include the ratio between any two members
of the same row if the ratio of the input signal level to local oscillator
level is raised to a power determined by the spaces separating the two mem-
bers of the row. These relationships are easily verified using the triangle
arrangement of response factors shown in Table V. The fixed constants have
been removed from the factors shown in this table and are those constants
represented in decibels in Table IV. The relationships are seen to remain
true only for constant input levels such that ep, the local oscillator volt-

age, and eq, the input signal voltage, have the same respective value in

each response within the row.

A relationship between rows along the diagonals is also seen to
exist when the input levels are the same respectively in all rows. Along
diagonals of constant q, the ratio of adjacent responses is found to equal
the ratio of the order coefficients, Kn) either multiplied or divided by e .p
Along diagonals of constant p, the ratio of adjacent responses is found to
equal the same ratio of order coefficients, Kn, multiplied or divided by eq'

This relationship can be carried to nonadjacent responses in a diagonal simply
by raising e or e to the power whose value equals the spaces separating thep q
two responses.

It is obvious that the ratio established is identical for any two
responses ly-ng in the same two rows regardless of the p or q diagonal in
which they )oth lie. The order constant, Krn, is the same for each response

in a given row, and the spaces along any diagonal separating any two given
rows is a constant. This fact provides a second method of determining the
unknown responses since it allows calculation between rows rather than along
rows. In essence, the relationships between rows provide a cross-check on
the calculation made along rows and vice versa. If a measurement error is
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made or errors are accamulating, a check calqulation using the second method
will generally indicate that such an eror exists. The second relationship
does not reduce the number of measure-m s requul'r-e r ped on less
the relative values of the order coefficients are known prior to the experi-
ment and either e or e is accurately known at the point of the mixer non-
linearity. P q

An example of the relationships discussed above is presented that
considers the fourth, fifth, and sixth orders of generation as shown in Table
V. The responses and harmonics (4, 0), (3, 1), (2, 2), (1, 3) and (0, 4)
belong to the fourth order of generation and consist, after removing the con-
stant, of the respective factors presented in Table V. The responses and
harmonicb of the fifth and sixth orders of generation may be similarly desig-
nated and consist of their respective values shown in Table V.

Consider the ratios of the fourth order;

(4, 0) e e4 K4 (3, 1) e epeqK4

TT 17 e 3 e~ K 4(2,2) e 2 e2 K4e 4 e e

(2, 2) ep eq K4  (1, 3) epeq 4

ep eq K4 eq K4

all of-which reduce to the ratio e p/e . Consider the ratios separated by

two positions in the triangle row;

(4, 0) epK (3, ) ep3e q K4
p2 e2 K (173 e e 3K
p q 4 p q 4

(2, 2) ep2 eq2X 4  (2)T6,- 7 : e 4 K

2 2all of which reduce to the squared ratio ep /e . The example can be car-

ried to other spacings and other rows with the result that the ratio of
signal level to local oscillator level raised to the power designated by
the spaces separating the responses is always obtained.

Consider now the ratios of responses along constant p diagonals;

(4,O) - ep 4 K4  (3,1) - ep eqK4(4,10) p (3,21) - 3qe- 7 e- K777 e3e2
p qK5 p q 5
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(2. 2ý ep eq2K4 e (2, 3) epeq 3K4

(2, ) o c 2 e 3K 1 - epeK4 K 5

all of which reduce to the ratio K4 /K 5 eq. The ratios of responses along

constant q diagonals;

(4, 0) - p4K 4 (3, 1) ep3eK4
T-7) ep5K5 ý,1_5_p eq 5

e 2 e 2 K epe 3 K
(2, 2) _ eq 4-(1 p q 4

T37727 e 3e 2K 7-3 e 2e 3 K '(4)

peqK5 p qK5

all reduce to the ratio K4 /K 5 ep. The ratios along constant p diagonals

between the fourth and sixth orders of generation;

(4, 0) =epK 4  (3, 1) ep 3 eqK4
T 72 ep = 4e 2K 7_737 ep3eq3K6

_(3, 3) epe 3 K4
p q pq 6

(2,2) 2 )K ee
(2,_ e)pq 4 (1, 3) _ p q 4 (

e e L K , 
e pe 5K 6

p q o p q 6

all reduce to the ratio K4 /K 6 eq 2 . Carrying the example to other rows and

diagonals results in the findings discussed earlier.

Prediction Procedure

The entire response prediction procedure is computed using expres-
sions in decibels. The resultant operations are simple algebraic additions,
and multiplication or division by integers. Although there are other pro-

cedures than will be given here, 3 the best results thusfar have been obtained
with the following method.

The measured data required to predict the spurious response levels
are the levels of responses having q = 1 for all orders which will be pre-
dicted and the (1, 2) response level. These data are obtained in the manner
used to obtain spurious response levels for communications receivers, i.e.
with a common response level at the intermediate frequency.

The triangle response relationships discussed previously depend on
a constant input level rather than a constant output level, so that data must
be converted to the constant input form prior to the calculations. This is
most easily accomplished if the data are first established as rejections by
subtracting each response level from the value of the (1, 1) response. The
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resulting values are the changes in decibels required to lower the respective
spurious response input levels to the input level of the (1, 1) response.
The associated output level will be altered by a factor of q times the change
in input level. The constant output rejection of a spurious response times
the q value of the spurious response therefore yields the constant input
response rejeztion which is required for calculation.

The first step in the calculation process is that of subtracting
from the converted measured response levels the respective values in Table IV.
This removes the constant coefficients, allowing the ratios of any two adja-
cent responses of the same generating order (row) to be equal. With the
ratio of signal level to local oscillator level easily determined by sub-
tracting the converted (2, 1) response rejection from the converted (1, 2)
response rejection, all responses belonging to the generating orders repre-
sented are readily calculated in the constant input form. The common ratio
is added successively to the value of the representative response of the
given order to yield the value of the next adjacent response. The respec-
tive values of Table IV are added and the data are returned to the constant
output form by reversing the procedure used to convert to tne constant input
form. Since the data are still in terms of rejection, the constant input
value for a given spurious response indicates that number of decibels required
to raise its level to that of the (1, 1) response. This value divided by the
q of the response is the number of decibels that the input level must change
to raise the response level by the desired amount. It is the required con-
stant output rejection value for the response.

Figures 1 and 2 show plots of response density versus decibel error
for the predicted response levels of a 1N82A diode mixer and a iN21B diode
mixer. Triangle arrangements of the predicted and measured response rejec-
tions are shown in Tables VI and VII respectively. These data are typical
of the results possible with the above method of response prediction. Measure-
ments were madb on the diodes using the circuit shown in Figure 3. The local
oscillator level at the diode anode was +2 dbm (500) in each case and the
diode conversion loss was nominally 6 db at the (1, 1) responses.

The entire predidtion scheme can be expressed as a generalized
equation representing the rejection value of any chosen response:

R M + a-_- - 2 q-1 1 M K (6)p.q 11 _q 2,1 q M1,2 - q M(n-l),l p,q

R = Rejection to the (p, q, ±) responses in db.
P,q

Ml,1 Measured value of (1, 1, ±) responses in dbm.
M1,1, Measured value-of (1, 2, ±) responses in dbm.

M 1, = Measured value of (2, 1, ±) responses in dbm.

M nl)1- Measured value of t(n-l), 1, ±] responses in dbm.

n=p+q

Kpq =(C - C(n-l),l)/q

C = Response constant from Table IV for (p, q, ±) responses.oq

C(n-l),l = Response constant from Table IV for [(n-l), 1, ±] responses.
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The genero.li- i equation can also be written to express the absolute response
level for the system sensitivit:

A =2 -q-i q-1 + M
p-q q 1,2 q 2,1 (n-1),l pq. (T)

A = Absolute response value in dbm.P, q

The generalized error function for the system,

E = M + -- M q-iM 1  M-K (8)
P,q Pq q 2;'l q 1,2 - q (n-l),l p,q

can be written in terms of the measurement accuracy, ±e db:

E = + e ( 9)1 e T 2 2-_ e T i
pq q q q

In the limit as q -ý , the maximum possible error is ±4 e db. Lower values
of q yield successively less possible error. Actually, the absolute maximum
possible error is only ±3e db since the error in measuring the absolute
response level is considered in equation (9). The limiting case for equation
(9) indicates the maximum differences to be expected between measured and pre-
dicted values.

Applications

The prediction method is quite versatile and is useful in both the
design and measurement of receiving equipments or other nonlinear devices.
The method's application to design is significant in that the spurious response
rejection can be obtained for different sensitivity levels than that at which
the sample measurements are made. The ratio of signal level to local oscil-
lator level is changed by that number of decibels required to change from the
old to che new sensitivity level and the computation carried out with the new
ratio. Table VIII shows the calculated relative spurious response rejections
for the 1N82A diode mixer with a 10 db increase in detector sensitivity. A
comparison of these values with those shown in Table VI indicates the depen-
dence of spurious response rejection on relative receiver sensitivity. The
relative variation of response rejection with changes in the detector sensi-
tivity is dependent on the q of the response. Figure 4 shows the normalized
envelope curve whi-h relates this fractional change in response rejection to
the value of the response q. A knowledge of this fact is essential to proper
receiver design and measurement.

The mixer spurious response prediction method may be directly applied
to receiver spurious responss predictions provided that certain precautions
are observed and certain conditions are met. It is obvious that the preselec-
tor of the receiver must be accurately measured for its relative attenuation
at different frequencies in order that the effects of the preselector may be
removed before the data are applied in the prediction method. The data are
taken and the mixer response rejection values are calculated by the methods
previously considered. The preselector rejection value at each response is
then added to the respective mixer rejection value to give the overall receiver
rejection to any response. No experimental data are available on receiver
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response prediction, but several factors are known which will affect measure-
ments and calculations for certain receiver types.

In double or triple conversion receivers, the IF amplifiers may
produce harmonics which will interfere with second and third mixer measure-
ments. R-ceivers having no RF amplification stages and only single conver-

sion present no immediate problems other than those of measuring the prEselector
and mixer characteristics. The addition of RF amplification without low-pass

filtering prior to the mixer may introduce sufficient harmonic content to
influence the response measurements. Overloading the RF amplifier may also
affect the results of the prediction procedure as well as the spurious response
bandwidth (SRB).

The SRB for any given spurious response is equal to BW(IF) for the

q
ideal IF passband described in Figure 5. For the IF passband represented in
Figure 6, the SRB for any given spurious response is the same as the IF band-

width at any response level. Since 17ost IF selectivity curves are neither
triangular nor rectangular shaped, the actual SRB lies somewhere between BW(IF)

and BW(IF). The prediction procedure for spurious response levels described

q 4
in this paper supplements established frequency analysis methods for deter-

mining the actual SRB, providing RF overload does not occur. If an RF over-

load condition exists, the measured SRB for most receiver spurious responses
will tend to approach that of BW(IF) since more relative input power is needed

q
to excite a spurious response to a prescribed response level.

V. CONCLUSIONS

Harmonics of either input signal to a mixer can have considerable

effect on spurious response generation and particularly on spurious response
measurement accuracy. The input signal harmonics of the smaller signal are

known to have a far greater influence on spurious response generation than
those of the larger signal. The relative importance of harmonic response

generation is dependent on the level of mixer spurious response generation.

Spurious response prediction using the method discussed in this
paper is promising but still rather inaccurate in some cases. The relation-

ships between triangle rows has not been fully explored and the application
to actual receivers has not been attempted. Further inves1igation is neces-
sary to determine the usefulness of the prediction metho id to improve its

accuracy. The procedure must be applied to systems of mor, u one nonlinear
element and thereafter to communications receivers. These investigations
should eventually culminate in methods for improved spurious response rejection.
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TABLE I
ALTERATIONS TO SPURIOUS RESPONSE LEVELS BY INJECTION OF

SIGNAL SOURCE HARMONICS

MIXER TYPE 1N82A

"N / L.O. LEVEL -5 dbm

SENSITIVITY -102 dbm
0 CHART VALUES IN DECIBELS

TABLE II

ALTERATIONS TO SPURIOUS RESPONSE LEVELS BY INJECTION OF
LOCAL OSCIILATOR SOURCE HARMONICS

\ /MIXER TYPE :1N82A
0 / L.O.LEVEL -. dbm

S0 SENSITIVITY -102 dbm

ATRTOCHART VALUES IN DECIBELS

-69 0.2
0 0 0 1

0 0 . . 01 - . .
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TABLE VI

L.O. LEVEL +2 dbm
SENSITIVITY -95 dbm

SENITIIT 595.0

-b 25. 534 6. 7. 56 95 8.

CHART VALUES ARE IN db

CALCULATED REJECTION VALUES FOR THE 1N82A DIODE MIXER USING CONSTANT
OUTPUT3DATA OF ONE RESPONSE IN EACH ROW

,, ,,L.O. LEVEL +2 dbm

0' SENSITIVITY :-95 dbm

1. 1.5 5 .

\§ 135/.7 6.

2 8 .5 5 7 06 8 0 7 6 0120. 510 6 . 5.1 7 . ',

CHART VALUES ARE IN db

M'EA.SURED VALUES FOR THE 1N82A DIODE MIXER
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TABLE VII

L.O. LEVEL +2 dbm

SENSITIVITY -95 dbm

8.2, O9.5

2 . 56. 66 8 7 .' 78.5 6' ,

,CHART VALUES ARE IN db

CALCULATED REJECTION VALUES FOR THE LN21B DIODE MIXER USING CONSTANT
OUTPUT? DATA OF ONE RESPONSE IN EACH ROW

L.O. LEVEL +2 dbm

SENSITIVITY :-95 dbm

CHART VALUES ARE IN d€b

MEASURED REJECTION VALUES FOR THE 1N21B DIODE MIXER U O

I V I

~O T U DA TA . . . .. . . . .. .. . .. . . . . .... . .. OF ONE... .RE PO S IN.......OW



TABLE VIII
CALCULATED SPURIOUS RESPONSE'REJECTIONS 1N82A DIODE MIXER

10 db INCREASE IN DETECTOR SENSITIVITY

L.O. LEVEL +2 dbm

SENSITIVITY -105 dbm

v28.5 62.5 75.8 84. 01

JI,
20. 5.3 1. 799 6-
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MIXER ANALYSIS AND DESIGN

R. W. Long
Ground Systems Group,

Hughes Aircraft Company
Fullerton, California

Abstract. - An analysis and design technique is developed in this paper that
allows the analysis or 'esign of a mixer for a specified spurious level. The
procedure assumes that a maximally flat filter is used and approximates a
relationship between the order and level of spurious sigioals. The procedure
involves determining the critical spurious and then spacing these spurious
froýi the passband by a fractional bandwidth which will assure that the level
of the spurious at the output of the filter will be less than or equal to the
specified spurious signal level. The most straightforward application of this
techniqt~e will optimize the percentage bandwidth for a given mixing ratio or"fspot" in the mixer chart.

A method is presented which will allow the bandwidth to be adjusted
to any value less than the allowable bandwidth in such a way as to increase
the suppression of the spurious signals equally on both sides of the filter
bandpass. Where additional bandwidth is required, several techniques are
suggested for lowering the spurious signal level prior to filtering. The
analysis and design technique is extended to cover the case where multiple
output passbands are used. This technique allows large increases in the per-
centage bandwidth. Examples are given of single and double filter design.

I. THE ANALYSIS OF A MIXER WITH A SIF!GLE uUUE1T FILTER

The simplest mixer combines two input frequencies, fl and f 2 , to
provide a multiplicity of output frequencies, fo:

fo = pf 2 ± qfl (1)

where f 2 > f, and p and q are integers. In general, the desired output fre-
quency 7ill correspond to p = q = 1. The other values of p and q provide out-
put frequencies referred +o as spurious mixing products. A bandpass filter is
used to select the desired mixing product and eliminate the unwanted spurious
signals (Figure 1).

In order to analyze a mixer, it is necessary to know the amplitudes
of the spurious mixing products with respect to the amplitude of the desired
mixer output. The amplitudes of the spurious products are a function of the
nonlinearity of the mixing element and the amplitudes of the input signals to
the mixer. The introduction of these pcrameters as variables may be avoided
by making a simple conservative a~pproxim icon to th2 amplitude of the spurious
signals as a function of the order of the' spurious Eijn•]. Experience has
indicated that if the mixing leiels are such that the desired output signal



is approximately 6 db lower in level than the level of the smaller signal,
the spurious signals will be successively 6 db lower for each order of spuri-
ous according to the relationship:

A2 (M) = -(M - 2) 6 db (2)

where

A2 (M) = the level of the Mth order spurious referred to the
level of the second order output,

M the order (p + q) of the spurious signal.

The approximation of equation (2) provides a simple basis for ;he mixer analy-
sis. Using the results of the analysis, it is possible to consider measured
spurious levels in an existing mixer to provide a more exact design foi,
specific requirement.

The purpose of the bandpass filter is to provide an amount of sup-
pression which will bring the level of each spurious signal at the output of
the filter below a specified maximum level. The amount of attenuation that a
Butterworth or maximally flat filter provides is a function of the normalized
deviation from the center frequency, x, in the following manner.

e (1 + x2n)-/2 (3)

where

e = the normalized output voltage,

n = the number of tuned circuits in the filter,

B= the half-bandwidth of the filter,

f " fc
B '

fc = the center frequency of the filter.

As equation (3) indicates, the steepness of the skirts of the band-
pass characteristic is determined by the number of tuned circuits in the
filter. The shape of the filter bandpass is often specified and is defined:

Bandwidth at -60 db
Sf = Bandwidth at -3 db = the filter shape factor. (4)

For the maximally flat filter response, the use of 10 tuned circuits will pro-
vide a shape factor of 2. If the filter response is changed to TsChebyscheff,
the same shape factor may be achieved with fewer tuned circuits at the expense
of amplitude variations within the passband. The maximally flat response has

S. . ... . . . . . ... 8 3 .. . .. .. . .. . .. . . .. .. . . . . . . •...
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been chosen here for its simplicity of analytical expression and does not
preclude the use of a Tschebyscheff-type filter in a specific application.

If the maximum spurious level, Ls, is specified, one may determine
the amount of suppression required for each order spurious signal by deter-
mining the difference between the prescribed spurious level and the actual

level:

Ls - A2(M) = L9 + (M - 2) 6 db. (5.)

The -Value of normalized deviation from the center frequency required to pro-
vide this amount of attenuation of the spurious signals may be determined as
a function of the order of the spurious by equating the required attenuation,
equation (5)ý, and uhe fil'-er response function, equation (3). Equation (3)
must be expressed in db to provide the same units in each equation.

Ls + (M - 2)6 = -10 log (i + x2n) (6)

x(M) = xM = {log_l [Ls + (!\ 2)6 1/2n (7)

For values of x > XM, the level of the Mth spurious signal out of the filter
will be less than Ls. ...-

Spurious combinations up to the tenth order are illustrated in the
normalized mixer chart of Figure 2. Many other spurious combinations exist
but are not included in the chart since they are generally of a very low

level. The chart is used to determine "open areas" where a mixer can be
designed to operate over a given percentage bandwidth with a specified spuri-
ous level. It should be noted that experience has indicated that the graphi-
cal size of an opening between spurious combinations on the mixer chart is not

proportional to the percentage bandwidth that can be achieved. To illustrate
the analysis and design procedure, a region that is bounded by the following
spurious signals was chosen.

f03 = f2 + 2ff,

f l 6 = f2l

fol0a = 2f 2 - 8fl,
fol~b = 10fl"

The mixers under discussion are often used in conjunction with fre-
quency synthesizers in which the input frequencies to the mixer are changed
in increments. In this type of system the input frequencies to the mixer are
specified:

f, (N1 + nl) Af (8)
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where

&f = the frequency difference in f, steps,

N1 = a constant (maybe an integer),

n, =,an integer between 0 and c1 - 1,

cI = the number of steps in fl;

(N +n 2 ) C=Af (9)

where *

N2 = a constant (may be an integer),

n 2 = an integer between 0 and c 2 - 1,

c 2 = the number of steps in f 2 "

The procedure followed in performing a design analysis of the mixer
is to determine that condition of input frequencies which brings each spurious

signal to the closest proximity of the passband. This spacing may then be
normalized by dividing by the half-bandwidth and set equal to the minimum
value of xM as a constraint which ensures the specified maximum spurious
level, Ls. In general there will be at least four bounding spurious signals,
two on each end of the passband. The four spurious signals result in four
equations from which N1 and N2 are determined. Since there are four equa-
tions and two unknowns, it is necessary to determine which two of the equa-
tions impose the limiting condition in terms of spurious level. The spacing
of the spurious signals from the passband is defined with reference to the
center frequency, fc, of the passband which for the sum mixer has the form:

fc ý (clN2 + N1 + P)Af, (10)

where

PAf = B = the half bandwidth of the filter.

The third order spurious is above the center frequency.

f = f 2 + 2fl = cl(N2 + n2 ) Af + 2 (N1 + nl) Af

fo3 fc = el(N2 + n2 )Af + 2(N 1 + nl)Af - (ctN 2 + N1 + p)Af

The difference in minimum for nI = 0 and n2 = 0.
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f 0 =(ciN2 + 2N1 )Af. (11)

The difference between f03 and f. may be normalized by dividing by B, the
half bandwidth and set equal to x3,

03 fc (Nl - p AfB 03:3= •Af (12)

Equation (12) may now be solved for Nla:

Nla = (x3 + 1)P (13)

where the subscript, a, has been added to N1 to indi-ate that it is associated
with fo3" The first order spurious is f£0 = f2.

101 = f2 = cl (N2 + n2 ) fl

fc - ol = (clN2 + N1 + p)Af - cI (N2 + n2 )Af.

The difference is a minimum for n2  c1 - 1

fcl = c(N 2 + c2 - l)Af. (l4)

The difference between fc and fol is normalized by dividing by the half band-
;uidth,. B and set equal to Xl:,

~~o1 [N1 + p 010 - 1)] Af (5fc " fol N1 + l(c2 (15) a
B - l=p f (

Solving equation (15)' for Nlb:

Nlb = (xl - i)P + Cl(C2 - 1) (16)

Equations (13) and (16) indicate that the first and third order spurious
signals define N1 independently. Since the separation of both the first and
third order spurious signals from the passband center frequency increases
with N1 , the larger value of N, is the correct one. The correct value may be
determined when values are assigned to the parameters or by direct comparison
of equations (13) and (16). i



The first tenth order spurious signal is folOa"

foloa = 2f 2 - 8fl = 2c3.(N 2 + n2)Af - 8(N1 + inl) Af

foloa - fc = 2cl(N2 + n2 ) Af - 8(Nl1 + nl ) Af - (clN2 + N, + 3) Af

"The difference is minimum for n2 = 0 and n, = cI - 1.

fol0a = [2cLN2 - 8(N 1 + Cl - 1)] Af. (17)

The difference of fol0a and fc is then normalized and the ratio set equal
to x 1 o:

foloa - -c [c1N2 - 9Nl - 8(cI - 1) - (18

B - 10 (18)

ClN2a = (x 1 o + 1)P + 9N1 + 8(cl - 1). (19)

The second tenth order spurious signal is fol0b*

fol0b = 10fl F 10(N1 + nl)Af

f - folOb = (clN2 + N1 + P)Af - I0(Nl + nl) Af

The difference is minimum for n1 = cI - 1

folob = l0(NI + cl - 1) Af. (20)

The difference of fc and folOb is then normalized and the ratio set equal

tf - fol0b [c 1 N2 - 9N1 + P - l0(cl - 1)] AAf

B X10 (21)

clN2b = (x 1o - 1)1 + 9Nl + 10(c1 - l). (22)

The limiting value of N2 may be found, as with Nl, by comparing
equations (19) and (22) either directly or after assigning values. It has
been noted that the N1 terms always have the same multiplier in equations (19)
and (22).
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It should be nrl d that an eleventh order spurious passes through
the passband. It has been found in the past that this spurius signal may be
kept adequately low by optimizing the mixing Input levels.

A mixer design may be illustrated by assigning values to the design
parameters and then determining N1 and N2 . The following values will be
assumed for the purpose of illustration:

fc = 25.000 mc/s,

cI = 8,

2 8

Ls = -60 db,

n = 10 tuned circuits (filter response: maxinally flat).

The values of xM resulting from this set of parameters are tabulated in
Table I.

Using the xM values of Table I, the equations for N1 and N2 may be
evaluated to determine the design values.

Nla = (x3 + 1)P = 90.153,

Nlb = (xI - 1)p + cl(c2 - 1) = 91.847.

Thus, N1 = Nlb = 91.847 as determined by the first order spurious signal.

ClN2a (xlO + l)_3 + 9N1 , 8(cI - 1) 950.190,

ClN2b = (xl 0 - i)P + 9N1 + l0(cI - 1) = 901.190.

950.19G=
Thus, N2 = N2a = 9 = 118.774 as determined by folOa"

The design may now be detailed:

fe = (clN2 + N1 + 1)Af

Af = f= 25.000 =c/s 0.0232875 me/s,
clN2 + N1 + p 1073.537

fl= (clN2 + NI) Af = l042.037,6f = 24.266437 mc/s,



fc (clN2 + N1 + P) &f ' 1073.537 Af 24.999993 mc/s,.

fh = (clN2 + N1 + 2P) &f = 1105.037Af = 25.733549 mc/s,

BW = 2p &f = 63 &f -1.467112 mc/s,

BW = 2PAl 5.868%.
fc (clN2 + N1 + P) Af

The input frequencies, fl and f 2 , may now be resolved using the
values of N1 and N2 determined. Table II lists the two input frequencies as
a function of the frequency step number, ni or n2 .

Computing the actual values of the normalized spacing of the spuri-
ous signC• from equations (12), (15), (18), and (21) allows verification of
the design. It was shown that fol and fol0a imposed the limiting conditions
in determining N1 and N2 ; therefore, equations (15) and (18)1 should equal x1
and X10 , respectively. The fact that f03 and folOb were not the determining
spurious indicates that equations (12) and (21) should be greater than x3 and
xlob, respectively. Thus fol and fol0a will appear at the output of the band-
pass filter at the specified maximum level, Ls, for the indicated frequency
combinations. The other spurious signals will always be at a level less than
*s. The verification of the design is;

f f 'N
fo3 c N1  - 1.916 > X3

fc - fol N1 + -cl(c 2 - )
B = 2.138 =x,

foloa- fe ClN2 - 9N- p- 8(cl - 1)
B 1.1145 =X10,

fc- folOb clN2 -9N 1 + 10(c, M 1)B = 2.700 > xl 0.

II. ADJUSTING THE FREQUENCY INCR•EMNT

The design procedure that has been developed allows the bandwi
to be maximized for a specified spurious level. Thus, the frequency incrt-
ment is a function of the number of steps and the allowable bandwidth. If it
is required to specify the frequency increment., it may be accomplished by
modifying the design as long as the prescribed increment is less than that
indicated by the design:

Af'= kAf, where k < 1. (23)



I
When the frequency increment is reduced for a given number of steps in
frequency, the total bandwidth is reduced. The design may be optimized for
the new frequency increment by maintaining the same center frequency. This" A

will provide additional rejection of the spurious signals on each side of the
filter passband. The center frequency is defined by the following equation
for a sum hIixer:

fc= (clN2 + N1 + p)Af. (24)

To obiain the new frequency increment, k Af, N1 and N2 must be multiplied by
a constant, kl,

fc (klclN2 + k1 Nl + P) kAf. (25)

The factor, kl, may be determined:

fc

Af'1 N1 + clN2  (26)

In the modified design, N1 and N2 have the values:

" k1N1, (27)

N2 ' 1 k1 N2 . (28)

This technique may also be used for difference mixers, but the equations are
somewhat different. The center frequency of a difference mixer is written

f° = (clN2 - N1 - (c1 - 1) + P)Af. (29)

Again the frequency increment may be changed to kAf by multiplying N1 and

N2 by k1 to maintain the same center frequency.

fc [kcl" 2 - klN1 - (cl - 1) + P] kAf (30)

fc
- + cI - 1

kN (31)ýI clN2 - N,-(3)

The new values of Ni and N2 for the difference mixer are

N1 ' = klNl, (3:r

N2 ' kiN2 .

--
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When multiple out' ut filters are usdCL to obtain more bandwidth, this
technique may still be used to obtain a prescribed frequency increment, but
the equations must be modified slightly. If a larger frequency increment is
required, it is probably because the mixer design has not provided sufficient
bandwidth. If this is the case, a filter with a better shape factor, multiple
filters, or a change in mixing ratio is indicated to achieve greater
bandwidth.

III. THE ANALYSIS OF A MIXER WITH TWO OUTPUT FILTERS

If several filters are used at the output of a mixer, the percentage
bandwidth possible for a given filter shape factor and specified spurious
le-el is increased. To illustrate the increase in percentage bandwidth, a
seconr. filter will be added to the previous mixer and the analysis modified

_'eter.ine the effect of adding the second filter. The block diagram of the
ne- circuit is shown in Figure 3.

The new mixer has the same normalized bandwidth, (clc2 - 1) Af.
Thus The haUf bandwidth of each filter is 0.25 x the full mixer bandwidth or
0.25 (c1c 2 - i)Af = B = Af. From this the passbands of the two filters
may be deter.mi-.ed :

-1c2 + 1!1 )&f ='the lower band-edge of the lower (34)
filter,

f (cli:2 + + + 3)Af = the center frequency of the (35)lower filter,

f (clN2 + I1 + 2p)Af -- the upper band-edge of the (36)
lower filter and the lower
band-edge of the upper filter,

fU (clN2 + N1 + 3)f the center frequency of the (37)cu upper filter,

fu (Cll`2 + Ill + 4p) Af = the upper band-edge of the (38)upper filter.

The same procedure of detirmining the separation between the spuri-
ous signals and the bandpar;s centers will be followed. Each step must be
duplicated for the lower and upper Tpassbands to determine the critical spuri-
ous signals. As this work is simprly an extension of the prior analysis, it is
tabulated below with a minimum of additional description. In the equation
numbering used, the difference between the spurious frequency and the center
frequency is written in the (a) equation. At the end of the equation, the
values of the parameters n, and n2 used in the equation are stated. These
values correspond to the smallest difference between the spurious frequency
and the center frequency. The (b) equation is derived from the (a) equation
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by normalizing the (a) equation by dividing by 3Af and setting the resulting
equation equal to xM. The (e) equation is the result of solving the (b) equa-
tion for N1 or N2 .

f3- f'cU = [2NI + ClN2 + Cl "•- (ClN2 + N! + 3P)jAf,

C2
n2 = 2-

C2

N1 + c1 T- 3p-3 p (39b)
X 3 =

Nla : (x3 + i)p - 1/2; (39c)

fo3 - fcL= [2N1 + ClN2 - (clN2 + N1 + P)] Af,

ni = 0 (40a)

n2 =o

N1 - )
x3  p

NIb = (x 3 + i)P; (4oc)

fcU - fol = [cIN2 + N1 + 3P - cl(N2 + c2 - i)] Af

n =. (41a)

n 2 = c2 -I

N1 + 3P - ci(c 2 - 1)

p, 
(41b)

N c (xI + !)p (cI ) (41c):

{l



f "ol = ClN2 + N1 + p- CiN2 + Cl C2- c i Af,

n, = ... .(42a)

c2
n2 = -1

N1 + C- l (C22• - 1)

xI = N , (42b)

i +i c2-) (xl + 1)p -l t 1/2; (42c)

fc104 - fcU = 2c, (N 2 + - 8(Nl + c - i) - (CN 2 + N1 + 30)] Af,

nI = cI - 1 (43a),

c2n2 = 2

C1 N2 - 9N1 + clc2 - 8 (cI - -)(- 3PX-L o (43b)

ClN2a = (xl 0 - 1)p + 9Ni + 8(c, - 1) - 1; (43c)

folOa - fcL =[2c1 N2 - 8(Nl + c- - (c1N2 + N1 + P)] Af,

n, = cl- (44a)

n2 =0

c1N2 - 9N1 - 8(c, - 1)-
Xio, = (44b)

clN2b = (xlo + i)P + 9N, + 8( ); (44c)
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fcU - folOb = [ClN 2 + N1 + 3P - lO(N1 + C1 - 1)] Af.

,=c-i (4i5a)

c1 2 - 9N1 + 3 - l0(cI- i)
X10o (45b)

ClN2 c (xlO - 3)P + 9N1 + 10(cI - 1); (45c)

fcL- fol0 b = [clN2 + N, + P - 10(NI + Cl - 1)],

n, = cI l (46a)

n2 . ..

clN2 - 9N1 + P - 10(cI - 1)X10 P (46b)

clN2d (xi 0 - 1)p + 9N, + l0(c1 - 1). (4 6 c)

A direct comparison of the single and dual filter mixers is possible
if the same design parameters are used in the dual filter mixer. The parm-
eters are:

f = 25.000000 mc/s,

cl = 8,

c2 = 8

Ls = -60, db,

n = 10 tuned circuits (filter response:maximally flat),

xM values as tabulated in Table I.
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Using these parameters, NI is calculated to have the following values:

Nla 44.576,

Nlb 45.076,

NIc= 42.423,

N1 - 41.923.

Thus, the largest value of N1 is chosen since it represents a limiting condi-
tion: N1 = 4).076. This indicatee that the third order spurious in the
lower passbe.d *.s one of the limiting spurious signals. Using this value of
N1 , the values of N2 are determined:

ClN2 a 462.967,

C lN 2 b = 495.968,

ClN~c = 446.468,

C lN 2 d = 477.968.

495. 968
The largest value tof N2 is a limiting condition. Thus N2 = ---- = 61.933.

The second limiting spurious signal is the spurious signal 10a in the upper
pas sband.

Using the values

NI = 45.076 and

N2 = 61.933,

the design of the mixer may be detailed by determining the frequency incre-
ments and then the input frequencies.

fc = (clN2 + N1 + 2P) Af = 25.000000 mc/s,

25.000000 mc/s 0.043703 mc/s,
clN2 + N1 + 2

fL = (N1 + clN2 ) Af = 23.623351 mc/s,

fcL (N1 + clN2 + P) Af 24.311673 mc/s,

fc =(1- + clN2 + 2P) Af = 24.99999.5 mc/s,
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fcU = (N1 + clN2 + 3W) Af = 25.688317 mc/s,

fu = (NI + clN2 + 4p,) Af = 26.376639 mc/s,

BW _ 1•Sc N2 + N1 + 24 = 11.01 percent.

The Input frequencies, f, and f 2 , may now be determined using the
values of N1 and N2 determined. Table III lists the two input frequencies as
a function of the frequency step number, nI or n2.

IV. CONCLUSION

A technique of mixer analysis and design has been presented which
alleviates the necessity of designing a mixer by trial and error. In deriv-
ing this technique, an assumption was made concerning the way in which the
level of a spurious signal was related to its order. This assumption was
conservative and did not take into account the control of spurious level by
choice of nonlinear element, optimization of mixing input levels or cancella-
tion of certain spurious by balanced mixer techniques. In a system that
requires large percentage bandwidth and an extremely low spurious level, it
would be worthwhile to combine several or all of these techniques to meet the
specifications. The xM values used in the mixer design could then be based
on measured spurious levels at the input of the mixer4

"'he extension of this technique to provide a more extensive general
analysis is a formidable task, but has been undertaken. Though the technique
has teen directed to frequency synthesis, it is also applicable to the
rece'ver spurious problem.

In applying this technique of mixer analysis and design to other
spots in the mixer chart, it will be found that it is not possible to solve
directly for N1 as in this example. It is necessary to determine the two
limiting equations and solve them simultaneously for N1 and N2 . The limiting
equations may be determined by comparing the sum of the constants (the terms
not involving N1 or N2 ) in the equatio's as normalized and set equal to the
appropriate xM. The equation in which the sum of xM and all of the constants
(brought over to the same side of the equation) is largest is a limiting equa-
tion. There will be a limiting equation at the maximum mixing ratio and one
at the minimum ratio, so that the comparison will be made between the two
equations defining the spurious at one extreme of the mixing ratio and then
the other. In some cases there is only one spurious signal at one extreme of
the mixing ratio; this will of course be a limiting condition.



Table I. Value of xM as a Function of M

j=log.1~ -" (M- 2) 6 1

M XM

1 2.138

2 1.995

3 1.862

4 1.738

5 1.622

6 1.513

7 1.1413

8 1.318

9 1.229

10 l1145 j
Table II. f, and f 2 as a Function of n, and n2

nI or n2 fl -in mc/s f2 in mc/s

0 2.138887 22.127550

1 2.162174 22.313850

2 2.185462 22.500150

3 2.208749 22.686450

4 2.232037 22.872750

5 2.255324 23.059050

6 2.278612 23.245350

7 2.301899 23.432650
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Table I11. f] and f2 as a Function of nI and n2

n, or n2  f, in mc/s f2 in mc/s

0 1.969956 21.653263

1 2.013659 22.002887

2 2.057362 22.352511

3 2.101065 22.702135

4 2.144768 23.051759

5 2.188471 23.401388

6 2.232174 23.751007

7 2.275877 24.100631

MIXR ILEROUTP'UT (£2± i

f2

Figure 1 The Single Filter Mixer
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OFF-TUNING EFFECTS PRODUCED BY INTERFERENCE

R. J. Mayher

lIT Research Institute
Electromagnetic Compatibility Analysis Center

Annapolis, Maryland

Abstract. - This paper considers the analysis of off-tuned pulsed interference
and continuously modulated off-tuned interferenze. Fdr pulsed interference,
the threshold probability of detecting the off-tuned pulses will be presented.
For the case of a modulated interfering signal, the detected output signal

as a function of the off-tuning is given. The modulated signal is considered

for both an amplitude and a frequency modulated signal.

I. INTRODUCTION

The analysis of interfering problems is generally characterized by

non-design parameters. One of the most conmmon of these parameters is that of

a difference in frequency between the interfering carrier and the tuned

frequency of the victim receiver. This difference in frequency, or off-tuning

produces different effects depending upon the type of interfering signal and
the type of receiver to be considered.

In mary analysis problems a receiver can be approximated by the IF
amplifier and detector combination shown in Figure 1. This is the case
where there has been ideal mixing and the IF amplifier is the predominant

filter. For problems consistent with these basic assumptions the off-tuned

interference problem consists of three basic analysis sections. These are
1. Analysis of combinations of off-tuned signals

2. IF amplifier effects
3. Transformation of signals through nonlinear detectors

The predominant interference effect is then used to determine the

type of desired output, and graphs of these function: can be obtained from the
detector output, This paper considers off-tuned pulsed signals as well as
off-tuned continuously modulated signals and presents separate types of

answers for both. The next section considers the general. treatment of both

types of interfering signals.

II. GENERAL DISCUSSION

The problem of signal combinations, IF amplifier effects and

detector transformations will next be discussed for general analysis considera-
tions.

The mathematical handling of signals and combinations of signals
has been adequately treated in numerous reports.* It is in many cases conven-

ient to describe signals in the quadrature form

*For a specific discussion of combinations of off-tuned interfering signals

and the general topic of detection modeling the reader is referred to Reference
1. For a general discussion of signals and combinations of signals see
Reference 2 and 3.
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(Ia) v(t,) = X(t) cos w0t - Y(t) sin wot

where

X(t) = the in-phase or even quadrature component
Y(t) = the out-of-phase or odd quadrature component

This can also be written as (see Figure 2)

(ib) v(t) = VX2 (t) +y 2 (t) Cos [wot + ¢(t)]

(1c) v(t) = V(t) Cos [Wot + 0(t)]

where

(2) O(t) tanj' Y(t)
X(t)

Since any desired signal or interference can be written in this form
their combination is also of the same form and is given by

n
(3a) v(t) = s(t) + E I.(t)

j=l j

(3b) [ s(t) + Xi (tj cos W0t + S(t) + E Y I )] sin w0 t

where

s(t) = the desired signal
I(t) = the undesired or interfering signal

Since the next analysis considers a linear amplifier the desired
and undesired signal can be combined or treated separately. The principle of
superposition can then be used to linearly combine the outputs.

Although the details of a specific problem have not been carried
out the general signal analysis problem has been formulated and the subsequent
problems will generally use the formulations of Eq. 3b.

The next step or operation is to analyse the effects or changes
the IF amplifier produces upon Eq. 3b. For a linear bandpass amplifier this
can be shown to be*

(4) v'(t) R4CJ(Wot) j h(T) V(t-T) "J[E(t-T) + e(T)]d.

where
v'(t) = IF amplifier output
Rf means take the real part of

*Se. re[erence 3 Eq. 2.66; note the slight change in nomenclature.
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h(t) = the low pass impulse response of the network
e(T) = the [ow pass phase response of the network

It is apparent that since the output signal is a narrow band signal
the output can again be -wrttten in the form of Eq. 1 as

(5) v'(t) = X'(t ) Cos W + Y'(t) sin w0 t

where the output is obtained from-the combined input signal. or the input
signals operated on separately by Eq. 4.

Since the dete-ctor is nonlinear the IF amplifier output must be
combined as in Eq. 5 and operated on by the appropriakte detector function.
The most conmmon detectors that could be discussed consist of linear envelope,
square law, phase modulation, frequency modulation and synchronous detection.
Since the details become somewhat involved, the general cases will be briefly
discussed and specific ecamples of only the square law and frequency detector
will be given. The detected output of these detectors can be described by

1. Half-wave square law envelope detector

(6) vo(t) = KSQ V
2 (t) - V2(t)]

where,

KSQ = square law detector constant

2. Frequency aietector

(7) vot) = K 2dt

KFM Frequemicy detector constant

The output signal, is next subject to the effects of a low pass
filterý The output signal of this filter is then examined for its predominant
interfering effect from xhich interference degradation curves can be obtained.
At this point it is convenient to divide the general problem into the area's
of pulsed interference o0 pulse (or digital systems) and continuously modulated
systems.

III. PULSED SYSTEMS

A. General Discussion

For pulsed radar or dig$.tat communications systems it is desired
to use threshold probability of ditection as the output for interference
prediction. In many pulsed problems the interfering pulses can also be
considered independent of each other. Fur this particular case it is there-
fore desired to compute che individual probability of detecting an off-tuned
interfering pulse given chat the pulse has been received. It is therefore
also not necessary to use the general form of Eq. 3b. The second analysis
category or the effect of the IF amplifier on a non-design off-tuned pulse
cannot however be neglected. The beginning point in the analysis is therefore
Eq. 4 in which the efflctof the IF amplifier is taken into account.



Generally, amplifiers are designed around video TO products of ½.
The pulse reproduction of amplifiers designed around this value is not
approximately constant but rather approaches the impulse response discussed in
the previous section. (This is only true because the integral of the gaussian
function (erf x) or the step function response of a gaussian shaped passband
can also be closely approximated with the sine function)

Previously, it was determined that the step function response of
a large number of IF amplifiers could be approximated by a sin x impulse
response, a steady state portion, and a second sin x impulse response. A
mistuned pulse with this characteristic was previously shown. It is desired
to calculate the probability of this pulse plus noise exceeding a threshold
B. This probability can be calculated by dividing the pulse into independent
correlation intervals (T independent - ]) and calculating the total
probability of detection from

(8) PT = (1 - (1 - PI),(l. - PSS) [ - 2])

where
PI = Probability of detection due to the leading or trailing edge

impulse response

PSS = Probability of detection due to the steady state portion (for
each independent.interval)

T = 2 + K, K 1, 2, 3,...

The detection probability from the steady state portion can be
calculated in the usual manner from the detection tables of Marcum or others.

In order to calculate the detection probability from the sin x
impulse responses an envelope densfty function of signal and noise was obtained
for the sin x pulse, The normalized detection probability obtained from this
density function is (r2 A,2\

(9) P / c r e ' dr

SB B/IN' [

where
N' = N(l + .05 Ad/N)
N = Mean noise power
A = Peak sin x amplitude
A' = .64A
I []= Bessel function of first kind and zero order

The standard threshold probability of detection usually tabulated is

(10) P f . -(r'/2,+ A2/2N)Io[Ad
SB dr

B//N
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Two difficulties are now encountered. First, the specific parameters
of the amplifier will probably not be known. Second, even if they are known
it is not always possible to evaluate Eq. 4. The approach that must be
adopted is therefore to study the effects that various limiting types of
amplifiers have on the problem.

Since the details of inserting the function for a particular
type of amplifier is more complicated then space permits only the results
will be discussed. For the discussion of IF amplifier effects it is most
convenient to think in terms of a Laplace transformation of the input signal.
The output of Laplace transform analysis is mathematically divided into a
steady state and a transient solution. The first transient for pulsed
interference is caused by the leading edge of the pulse impinging on the
system.and acting similar to an impulse. This in turn produces a corresponding
impulse response. The trailing edge of the pulse, of course, produces the ame

effect.

For normal on-tuned pulses the steady state solution adds to these

impulse responses to produce the total output pulse. If the pulse is suffici-
ently off-tuned the IF amplifier attenuates the steady state response to a
point where its contribution can be considered negligible. For the specific
case of a far off-tuned pulse of a width (t) much greater then the reciprocal
of the IF bandwidth, the output will result in the response shown in Figure 3a.
A second example as shown in Figure 3b where an intermediately off-tuned pulse

produces an output with a nonnegligible steady state portion. Since it is
desired to obtain the off-tuned pulse shape a portion of the problem still
remains. A transient response is chosen and it must also be assumed that other

transients in the system do not contribute significantly to the output.
4

Kallman, et al, have derived transient shapes due to cascades of ideal
filters. An ideal filter is defined as one which gives flat time delay
or linear phase shift. The step response of an ideal filter tends to change
from an error function to the sin x / x type response as the number of
filters is increased from one to -. Therefore, the transient response varies
between the gaussian response and sin x / x response (fitted by the form sin x

for ease of analytical computation).

The peak-to-average ratios of these transients are within 20% of ',
whether the transients are similar to sin x, sin x / x2 , or e- X. The
transient is averaged over a time interval T 1 1 / bandwidth where the
reciprocal bandwidth relationship is approximately true. The sin2 x puls'C

shape was chosen for ease of computation. A comparison between this rc p,,:,c.
a square pulse and the gaussian response is shown in Figure 4. The probt'WllC\-

of threshold detection of the off-tuned pulse will next be discussed.

B. Detection Analysis

The probability of detection tables derived by Marcums and oth,.th,
apply strictly to constant amplitude signals. For design signals with

video time bandwidth products (TO) of approximately 1.5 or greater tile O0tpUr [t

pulse amplitude is (approximately) constant and the peak amplitudC CAU be used

to calculate the detection probability. This TO product is, howevcvc, only

used when little distortion can be tolerated in pulse reproductLio.
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The difference between the modified probability (PSB') and the normal
probability (PSB) can be taken into account by modifying the normal signal
to noise ratio (A//N) and the threshold to noise ratio (B//N). The two
conversion equations obtained from Eq. 9 and Eq. 10 are

(11) A' 2 /N = (AW/,N) ('642/(l + .05A IN))

(12) B2 IN' = (B2 /N)(l + .05 AeIN)"1

These conversion equations have been ploted and are shown in Figure 5 and 6.
The correct probability of detecting sin x pulses can now be obtained by using
the conversion curves of signal tu noise ratio and threshold and the standard
detection tables. This probability is correct for all responses of approxi-
mately sin x shape and is not a function of the off-tuning. Two modified
probability of detection curves ase shown in Figure 7. Two curves of 3 db
peak power reduction are also plottedL, a,-I i•'i be seen that these intersect
the true detection curves at the 50% probabilt%-point and have approximately
symetric and opposite ,errors about this point. :'The calculation uo detection
probability for a suffifciently large number of sine shaped pulses can there-
fore be approximated by a simple 3 db power reduction. For a mistuned pulse,
the total probability of the impulses as well as the steady state can be
obtained through the use of Eq. 8 providing the peak signal power is known.

In order to apply Eq. 8 to calculate the total probability of
detecting t-he off-tuned pulse, it is now only necessary to obtain the peak
value of the steady state portion of the overall pulse. Applying the
conservation of energy axiom the steady state power amplitude is found to be

n

(13) INR To - 2 INR * F = E INRss

where I

INR = the interference to noise ratio GoN means a peak value)
F a factor derived from the previous discussion

(14) INRss 1ý n I 1

therefore
__ - 2F)

(15) INRss = INR- - 2

It is now only necessary to apply these results and Eq. 8 to
obtain the complete probability of threshold detecting an off-tuned pulse.

IV. CONTINUOUSLY MODULATED SYSTEMS

A, General Discussion

The first problem to analyze in continuously modulated systems is
again that of combination of undesired interfering signals with the desired
signal. Since again it will be impossible to *b,#ain the exact output of Eq. 4,
it will be desirable to observe the trends thatiimiting forms of IF
amplifiers produce. It will usually be sufficient to use tone modulated
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information signals to indicate these trends. The beginning point in the
analysis is again interfering signals of the form of Eq. 3b which describes
general combinations of desired and undesired signals. The limiting forms
of IF amplifiers can also again be considered as being between that of the
square and the gaussian bandpass characteristic. The problem at this point
can be divided further into AM and phase -)r frequency analysis problems.

B. AM System Analysis

For the AM desired and AM undesired signal case the off-tuned
interfering signal components are attenuated in amplitude to a degree
depending upon the amount of off-tuning and the attenuation of the particular
amplifier to be analysed. If the square IF amplifier is considered the
bandpass characteristic has the effect of eliminating all components outside the
passband while linearly changing the phase of all components that have been
passed, All other amplifiers (wvie're the gaussian is a particular example)
change the relative amplitude orf the interfering signals as well as the relative
signal phases. The result is that the interfering information components act
completely changed and can be of comparable amplitude to the carrier signal.
These two specific limiting cases should be clearly separated. In the first,
ideally, only the phase of the signal components is changed. This in essence
means, that in the case of voice, where phase has relatively little significance,
the information bearing signal will be detected. If both the amplitude and phase
of the signal are of importance, as in a video signal, the result will be a
distorted signal.

In this second case the signal is changed in amplitude and frequency
with.the result that both audio and video type of signals are distorted.
The exact degree of distortion is, of course, still dependent on the amplifier
parameters, It is apparent, however, that the limiting result is a completely
disto: ted signal.

In the case in which only the phase has been linearly changed by
the off-tuning, the interfering signal can be expressed from Eq. 3b and Eq. '
as

(16) I'(t) = AI Cos [W° + Aw)t + I + KOAW]

+ Altm cOs [(Wo + AW - Wl)t + 0, + KO(AW - WI)]

+ A 1m- cos [(w0 + 6W + Wl)t + 0I + K0(Aw + W P]

where
I = Interfering signal nomenclature

A = The radian off-tuned frequency
KO = The IF amplifier phase constant

This can in turn be approximately rewritten as

(17) 1' t) A cos [(•o + AW)t + 0 + K¢6w]

"+AImIl cos Naw + AW - WI)t + 0I + K6w]

"+ AImlI cos Zw0 + 6W + Wl )t + 01 + KOAL],
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where

Mil= mI cos ,(KOWI)

Although this approximation is certainly not general it does show
the only slightly modified nature of the original signal and does allow us
to write from Eq. 7 and Eq. 17 the square law detected output for an AM de-
sired signal and the off-tuned interfering signal. This is found to be

(1) o~) 2 2 2s A 1
(18) V (t) m cos W t + A m co, w~t

0 S 5 s Ii
2 2 2 2, 2

+ A m Cos Wt +A m1  Cos Ut+s ms s

+ 2 As AI cos (Awt + 01 + K0AW) El + mI cosWst + ml cosWlt

+ ms, mi cos W st cos WIt]

The square law output is chosen because it offers a complete solution
and still exemplifies the nature of the problem. The linear detector
produces an infinite number of cross product terms and becomes difficult to
handle. The fundamental terms are the same, however, in each case. The IF
amplifier changed the magnitude of the interfering sideband but only changed
the phase of the beat term (the predominant interfering term). The undesired
components can also be seen to be reduced by a power of the undesired to
desired carrier ratio's [for the case when s(t) > I(t)].

For the general output in which both the amplitude and phase has
been changed the answer can be shown to be

2 2 2 2 + A2 + 2A2m cosw t + A2m2Cos2W(19) V(t)1 = A 1 + A1 2 + I..AIN s s, t sc s s s

+ 2As[A1 1 Cos(Aw1 t + e1) + ... AN (cosAwNt + eN)]

+ 2A A cos [(AW + AW+)t +.e + 2
1.1 12 [w 1  w2) e1  e2]

+ 2 AIJ AIN cos [(AW + AwN)t + ej + eN]

+ 2AINI AIN cos E(AWNI + AWN)t+ + eN]

+ 2Asm sCOSwst [A 1 1 cos(Awlt + e1) + ... AINcos(AwNt + eN)]

where the DC terms have not been removed
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The answer consists of DC terms, the desired and undesired terms,
interference cross product terms and the interference and the desired signal
cross product terms. Due to the involved nature of the multiple interference
terms no simplification will be made.

Another type of interfering problem of interest is a wideband FM
off-tuned signal interfering with a narrow band AM system. For a tone modulate
FM the interfering signal produces the IF impulse response shown in figure 8.
This interfering signal cap be written as

(20) 1()=rAT + [2ATTýcsT(.S.,KIL2 co 2rrKt cosEC(Ub+AW)t+_1]
k=l

where,
T = pulse period
T/2 = pulse width
A = pulse amplitude

For any particular set of parameters a finite number of terms can be
used to approximate the desired pulse train. For the particular case of
cormmercial FM
where

T- 1
75KC

and,

T > > T

Assume for convenience that

T = l10

Substituting these values into Eq. 20 the following approximation was obtained
(21) Icos1ne (t) = 998 cos 2-• + .996 cos !-+ .991 Cos -T-

() cosine 7ý[tT 3T

pulse k=l L

+ .984 cos t2T

It is therefore only necessary to substitute the value of the constant
doefficient into Eq. 19 to obtain the detected output signal.

A number of off-tuned AM interfering examples have now been given.
The last type of problem to be discussed consists of FM systems subject to
offtýuned signals.

C. FM System Analysis

For the FM signal case the limiter preceding the detector ideally
peaks the combined signal amplitude constant. The result is a type of signal
similar to the previous problem in which only the phase change was considered.
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For an off-tuned AM interfering signal the IF outlut signal obtained from
Eq. 18 can be used. Applying this'to the ideal FM detector Eq. 7 the output
can b, shown to be (without the factor of 2rr)

(22) de(t) = B w cos w t +
dt s s s

R I4l+m¶co°swit][Aw'Bswscoswst] (os[Wt+ B tREl+ mcossL t][ BsW coswst1)

1 + R2I[ -icosut] 2R[+l+m'coswit] cos[AWt + 0 -B cost]

R I wM sin w t sin CAWt + - B coswst]
I___ _ II I I s

1 + R12 [-I-hmcosw t] 2+ 2R 1[l_-m cosw t] cos[Awt + - B cosWst]

where
B the FM modulation factor
RI A I / As

Although this answer still involves Bessel series expansions the
form can be readily reduced for any desired formulation. The general case
of an off-tuned FM interference signal can be handled in a similar fashion
and the answer can be shown to be

(23) de(t) w B cosw t +
dt s s s

R I(AW + B w cosw t - ws B scosw st) (Cos[Awt-I +BIcoswlt - BssinWst]: + R•

2
1 RI + 2R1 cos [Awt + 01 + BI COs Wt - B sin w t]

V. SUMMARY

The off-tuned signal cases that have been discussed introduce
complications that are difficult to handle both from the standpoint of
no't knowing the exact equipment parameters and the mathematical compli-
cations of handling unsymetrical signals. The philosophy adopted has been
to study the trends introduced by limiting forms of amplifiers and from
this to predict a desired output, The probability of threshold detecting
an off-tuned pulse signal has been given. The off..tuning effects introduced
by interfering signals to AM and FM desired signal receivers has been dis-
cussed and some specific results presented. The interfering signals are
predominated by terms proportioned to powers of the undesired to desired
carrier ratio's and the beat interfering term. The basic approach and
philosophy that has been used for these problems can be extended to more
complicated problems, however, increased mathematical comJplication can be
expected.
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RADIO FREQUENCY INTERFERENCE IN
DIGITAL TWO-PHASE COHERENT

COMMUNICATION SYSTEMS

A., Krinitz
ADCOM, Inc.

Cambridge, Massachusetts

Abstract. - The evaluation of error rates due to (unintentional) radio frequency
interference _n digital two-phase coherent communication systems requires
detailed statistical data about the interference and presents a computational
problem which may become prohibitive for any but the simplest forms of in-
terference such as Gaussian, CW or impulse noise. Consequently, the least
upper bound on the error rate or the probability of error which is derived in
this paper and which can be easily evaluated from relatively simple interfer-
ence data and which is applicable to any wide-sense stationary radio frequency
interferengce, including non-Gaussian interference, becomes a very useful per-
formance criterion.

The simplest form of interference data is the average interference
power in the receiver passband from which the signal-to-interference ratio

maximum signal amplitude at receiver filter output

(average interference power at receiver filter output)/2

may be evaluated. The least upper bound on the probability of error and on
the average error rate for the class of wide-sense stationary interference
(not necessarily Gaussian) with a uniformly distributed r-f phase and with a
given p is shown to be

1 cos 1 P for p_• y=0.794

and

2 -1
y cos 1 1 for p.> y=0.794

iT '2p.

Three important properties obtain:

1. The least upper bound gives the exact average ei'ror
rate for CW interference if p < y = 0. 794 and for
intermittent CW interference, with a duty cycle =
(y/p) 2 if p> y = 0.794.
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2. Relatively close agreement between the least
upper bound and the error rate for Gaussian
interference is achieved for p < I.

3. The least upper bound coincides with the error
rate due to pulse interference for p in the vicin-
ity of

0. 794/ (number of interfering pulses per bit)1/2

I. INTRODUCTION

The ultimate performance criterion for a binary communication
system is the error rate or the probability of error. Extensive analyses of
error rates for Gaussian, CW and impulse interference have been reported
in the literature. It is the purpose of this paper to present a method for
evaluating the performance in the presence of more general forms of (unin-
tentional) radio frequency interference. In connection with this two types of
problems are encountered:

(1) the scarcity of data about the statistics of the
interference or its waveform characteristics
and,

(2) the prohibitive computational problem of eval-
uating the error rates from the interference
data for any but the simplest forms of inter-
ference such as Gaussian, CW and impulse noise.

The approach undertaken here was designed to overcome these par-
ticular problems. We hive assumed at the outset that the r-f phase of the
interference is uniformly distributed and that only the simplest interference
data are available, namely the signal-to-interference ratio in the receiver
passband. Such information does not uniquely determine the error rate or
the probability of error. However, as is shown in Section IV, the signal-to-
interference ratio does fix an upper bound on the average error rate. Further-
more, the particular upper bound is a least bound because interference wave-
forms exist with the given signal-to-interference ratio (and not necessarily
matched to the signal waveform) which will produce an error rate equal to the
upper bound.

The least upper bound is obtained as a simple function of the signal-
to-interference ratio and is applicable to any wide-sense stationary interfer-
ence including any non-Gaussian interference.

Graphs comparing the bound with the actual error rate for specific
interference waveforms are given together with some general conclusions.

The pertinent cqmmunication receiver is shown in Figure 1. The

information is carried by the RF phase of the signal waveform, with the zero
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degree phase corresponding to a Mark, and the 180 degree phase correspond-
ing to a Space. Aside from this phase difference, the waveforms representing
Mark and Space are identical.

The IF stage is not explicitly indicated in the block 6iagram and the
local oscillator frequency and phase are assumed to be locked to the RF car-
rier of the signal. The impulse response, h(t), of the filter is such that (1)
the magnitude of the signal component at the filter output will take on a maxi-
mum value, A, at equally spaced instants of time tk = kT; where k is an
integer and T is the baud length; and (2) there is no intersymbol overlap at
the filter output at the time instants tk. Since the receiver is synchronized to
the transmitter, the time instants tk are known a priori. The filter output is
therefore sampled at tk; if the sample is positive the decision is a Mark, and
if the sample is negative the decision is a Space.

II. DESCRIPTION OF INTERFERENCE

The interference is represented as a modulated RF waveform,

Re [I(t) e i ej,

where I (t) is a complex valued' time function whose magnitude is the amplitude
modulation and whose phase is the phase and frequency modulation; (0i is the
RF carrier frequency; and 4 is a phase angle.

At the sampling instant the filtl r output due to the interfering wave-
form is given by

ik = Re h(u)I(tk-u) e-ue

L.

where w, is the frequency separation

= c (2)

and where the contribution from frequencies in the neighborhood of w. +
has been neglected.

It is convenient to define the amplitude of the interference coinpo-
nent as

k= f h(u) I (tk-u) e-jCju du (3)
t(0

4.o th~a~t E.qu~ation-,,.(1,),-may .be.,re~w.r itte~n. as,



i k = Jk cos'(w•itk - wctk+ $)(4)

It is assumed thaf the phase angle $ is a random variable uniformly distributed
between 0 and 27r; and that the waveform I (t) is a member of an ensemble of
some wide-sense stationary process. Consequently, the average value of
I (t) I* (t + T) must be a function of T only.

III. THE PROBABILITY OF ERROR AT A SAMPLING INSTANT

An error is made whenever the interference component, ik, is of
opposite sign and greater magnitude than the magnitude, A, of the signal com-
ponent. Therefore, for a given ik' the probability of error at the ktB sampling
instant is

Pr (error/jk) =pkPr (ik> A) + (I -pk) Pr (ik < -A) (5)

where Pk is the probability of a Space at the kth sampling instant and (1-p ) is
the probability of a Mark at the k sampling instant. It follows from Equa-
tion (4) that for a uniformly distributed phase angle

cos - for jk_ A

Pr(ik >A) = Pr(ik < -A) = (6)

0 for jk A

Hence (5) becomes ; -l A
- cos -J for jkŽ A

Pr(error/J) = k (7)

0 for jk_< A

Averaging Equation (7) over the random variable J we obtain the probability
of error at the kth sampling instant k

00

Pr (error) =k J wk(Jk)I cos- Ad (8)k kjkT - (8)
k=A r kdk

where wk(jk) is the probability density function of Jk and ek is used to desig-
nate the probability of error at the kth sampling instant.. Note that for a wide-
sense stationary process the functions w (x) need not be the same functions
for all, k.
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IV. EVALUATION OF THE LEAST UPPER BOUND

In this section the least upper bound on Ck is obtained for the class
of wide-sense stationary interference with-a given interference power at the
output of h(t) in Figure 1.

1 -1"

Consider the function - cos A/jk which is represented in Figure 2
by the curve a-b-c. Inasmuch as d 2 /dx 2 cos-1 (A/x) is negative for x>A, the
line a' -b', which is tangent to a-b-c at some point J k> A,, will always domi-
nate the curve a~b-c. Thus

A 2
1- 1 A< [Cos -1 A "- J for jk> A7r k kk krJk

ik l rV 1-(AIJ) 2 A
.k

where the equality holds at j = Jk" Substituting into Equation (8) and redefin-
ing the variable of integration we obtain

/2 0
Ak -1 A 1 A/k

-k ~Cos -+- __I__(x)__-_ (9)k 7l T-_(-If oLk +w1 -(A/k2 d 1kk

where

O0

S= wk W dx < 1 (10)
x=A

is the probability t/at Jk is equal to or is larger than A. The point Jk is chosen
to be

J k [j2/Ak 1/ 2

where j is the mean square value of j that is,

.2 .2 2...2k = 3 = xk(x) dx (12)

Since I(t) is a wide-sense stationary process, the output of the time invariant
linear filter in Figure 1 must also be wide-sense stationary. Consequently

Jk, as given by Equation (12), must be independent of k.

From Equations. (_~ iad(1.2), an'd-the fact, that _w _(x) is non-7
negative, we obtain
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0 x 2 wWd 1/2 >0 2wx) x 11/2
Jk L 1 k (k ] Lk( x dj

" 2 0o 
1/2r:ýk_ =A. kj x (13)

Consequently, as long as Pk> 0, J > A. If A = 0 the error rate becomes
zero, for the interference will always be of smaller magnitude than the sig-
nal.

Note that

0 0 W(X) 2 w(X)

xx dx>
X!A x=A k k

which, after some manipulation, may be rewritten as

Ak fI x 2 wk(X dx] > J xwk(X) dx
x--A x=A

Hence

"[4k [ x2wk(x) dx] > xw k(x) dx
-00 x=A

so that as a result of (01) and (12) we get

MA kJk >_ . xw k(X dx

Thus, the second term on the right-hand side of Equation (9) is non-positive
and!

<pk -1 A

k- (14)k

The signal-to-interference ratio at the output of the filter h(t)
(see Figure 1) may be defined as
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A - A (15)

L -

where we have made use of Equation (11). Note that for a wide-sense station-
ary process p is independent of k. Substitution of Equation (15) into Equation
(14) yields

E k cos-s p (16)

k- 7 -lm-k

Recall that according to Equation (10), g. < 1. Hence only two
cases need be considered, one corresponding to k- I and one to gk <I"

Case 1: pk 1

In this case Equation (16) yields

1 -1
E_< k- cos p (17)

Case 2: 1k < 1

For any given p the maximum value of •kCos - p occurs at

2/p2
=yk = for all. k (18)

where y is the solution of the transcendental equation

= cos (19)_ 2

By trial and error

v =0.794 (20)

Consequently, for gk < 1, Equations (16) and (18) give

2 -1
< c Cos for p> y (21)

The two cases are depicted graphically in Figure 3 in view of
which the range p< V must correspond to Case 1. Equations (17) and (21)
can therefo-e be combinedas. follows;:
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I1 -1

SCos p for p < =0. 794
k -< (22)

k- 2 -1
y cos y 1
__. r - for'p>v=0.794

a plot of which is given in Figure 4. Note, that the bound is independent of the
sampling instant tk. It follows from Equation (8) that the upper bound given
by the right-hand side of Equation (22) is actually approached by an interfer-
ing waveform whose wk(jk) is of the form shown in Figure 5a if p < y, and
Figure 5b if p > y. Figure 5a shows a single impulse located at = A/p
while 5b shows two impulses, one of area (1-y 2 /p 2 ); located at k =0, and
one of area y2 / p 2 located at j = A/y. Since the plots in Figure 5 are inde-
pendent of k, the interference waveform corresponding to Figure 5a is a
continuous wave and that corresponding to Figure 5b may be characterized as
an intermittent CW.

The signal-to-interference ratio P may be readily calculated by
first squaring and' averaging Equation (3). Thus

- - 00.-2 "2 r: "J(- )h
= J = r h (T) Kii(r- T)e -jw(T-T)h(7')drdr' (23)

~00

where Kii(7) is the autocorrelation function of I(t), that is

KII(r) = I(t)I* (t+ r) (24)

The autocorrelation function is then expressed in terms of its spectral density
Lq)

00

KI(') =j L(a) ejar da (25)
00

which upon substitution into Equation (23) yields

0O0 272;
H U(W-or) L(a) dca (26)

-OO

where 0o

H (w) = h (7) e dT (27)
-00
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With the help of Equation (15), the signal-to-interference ratio becomes

S= (28)
I a 12. ]1/, 2j [,H(•-or) L (a•) dcr

which is a function of the frequency separation w.

Thus we have shown that for the class of wide-sense stationary
interference processes with a given spectral power density, or a given p,
the right-hand side of Equation (22) yields the least upper bound on the prob-
ability of error.

V. THE"ERROR RATE AND THE PROBABILITY OF ERROR

A random: variable zk corresponding to the k sampling instant is
defined such that k

r1 if an error is made at the kth sampling instant
zk = fA th sapig(29)k 0. if no error is made at the k sampling instant

The total number of errors made in a sequence of N sampling instants is
therefore given by

Zzk

N

where the summation extends over N values of k. The -number of errors per
bit or the error rate e is

e = Lzk (30)

N

so that the average error rate becomes

e= 1 , (31)
N

In view of Equation (29) we have

Zk = PrlZ -1) = Pr(error)
k k

which, with the help of Equation (8), becomes

* C =k (32)k k
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Substitution of Equation (32) into Equation (11) yields the average error rate

e ye N k(38)
N

Thus, in contrast to the case of strictly stationary interference, the average
error rate is not, in general, given by the probability of error. However,
since the right-hand side of Equation (22) is independent of k, the least upper
bound on the average error rate W is the same as the least upper bound on the
probability of error C k' Hence

1 -1 i

cos p forp.< y

2 -(34)Y Cos Y
2. p2 forp>y .

VI. COMPARISON OF LEAST UPPER BOUND
WITH ACTUAL ERROR RATES

1Actual error rates have been computed for

1. Gaussian interference

2. CW in.erference

3. Pulse interference

The least upper bound is compared with the actual error rates for Gaussian
interference in Figure 4 and for pulse interference in Figure 6.

Error rates from CW interference (which have not been plotted)
are equal to the least upper bound for p_ y = 0. 794 and fill off sharply along
the 0 db abscissa as the asymptote for p > y = 0. 794.

VII. CONCLUSIONS

In view of the scarcity of detailed interference data and the compu-
tational difficulties encountered in the evaluation of error rates for any but
the simplest forms of interference, the least upper bound becomes a useful
measure of performance. The bound can be easily evaluated from only the
knowledge of the signal-to-interference ratio and it is the least upper bound
for the class of wide-sense stationary interference (including non-Gaussian
interference) with a uniformly distributed r-f phase and a given signal-to-
interference ratio in the receiver passband.

The least upper bound coincides with the actual error rate for
classes of interferertce waveforms enumerated in eiea s act.
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LOW-PASS TRANSMISSION LINES FOR RFI PROTECTION

H. G. Tobin and L. J. Greenstein
IIT Research Institute

Chicago, Illinois

Abstract - This paper deals with the analysis., design and fabrication of
transmission lines which may be used to protect electroexplosive devices
from inadvertant firing. Analysis was performed in order to determine the
attenuation characteristic~s of various transmission lines. Initial investigation
was concerned with the dissipation of a conventional line. Such a line is defined
as one which has no variation in geometry as a function of length, in material
properties as a functi-on -of-frequency, and which has a homogeneous material
between its two conductors. A general technique is described for optimizing
the attenuation characteristics of a distributed line in order to achieve the
desired amount of rf protection. This technique is applied to the conventional
line and the optimum line parameters derived. It is shown that the attenuation
of such a line will vary at a rate no greater than the square root of frequency.
A more rapid change in attenuation is possible if a line utilizing two layers of
dielectric is us-ed. Analysis is given which shows, under optimum conditions,
that the attenuation may vary as the second power of the frequency, The
general optimization technique is used to derive the required line parameters
for such a line. Difficulties in obtaining materials with the proper electrical
characteristics, and the fabrication of lines using these materials are discussed.
The results of measurements performed upon fabricated lines is presented.
The correlation between the analytical results and those obtainable with a
practical line is discussed.

1. INTRQDUCTION

Situations commonly arise in which it becomes necessary to provide
audio control or intelligence signals to certain equipments which must operate
in a high-intensity, "rf environment. If cables are necessary to transmit these
signals from one location to another, rf energy may be coupled into the cable
and transmitted to the equipment, causing undesirable responses. The gravity
of this situation increases directly with the length of the cable runs and the
sensitivity of the victim equipments to high frequency inputs. To reduce the
danger of inadvertant responses, several techniques could be employed. The
most important of these are as follows:

1. The cable being used to provide the low-frequency signal could be
shielded so as to minimize the leakage of spurious electromagnetic
energy into the sensitive circuits.

2. A lumped-element, low-pass filter could be provided at the electrical
input to each sensitive device so that only energy in the pass-band
of the control signal is transmitted.

3. The control cables could be designed so as to pass the desired signal..
satisfactorily while providing high attenuation to frequency -above the
bandwidth of the control signals, i. e. provide the low-pass filtering
in the transmission line itself.



The most effective and economical technique for protection of
the sensitive devices may well be some combination of these three approaches.
To limit the necessity for external shielding and filtering, however, it-
appears desirable to first obtain the maximum benefit from the inherent
filtering capabilities of the transmission lines. Such lines would have some
specified value of attenuation in the pass-band, the value of this attenuation
dependent upon the degradation of the control signal which is tolerable,
while providing considerable attenuation at higher frequencies.

Several instances where such lines might be useful can be cited.
The first of these is in the protection of ordnance devices from either
inadvertant firing or from causing bake-off of the detonating powder. Another
instance in which attenuating cable could be used is the case where rf energy
is being carried on power leads thereby causing interference with the equip-
ment being supplied. Digital transmission systems might also be upset by
the introduction of rf energy on the information carrying leads.

This paper will discuss the design of cables to perform the
desired low-pass filtering. Included will be a theoretcial analysis of lines
in order to determine the optimum characteristic available, a discussion of
the practical problems, from both a material availability and a material
fabrication limitations viewpoint, and the presentation of results obtained
with fabricated lines.

STHEORETICAL ANALYSIS

Introduction

The design of transmission cable to provide desired low-pass
characteristics necessitates a knowledge of the theoretical behavior of
various line configurations. Depending on the criterion applied, any number
of procedures could be used to optimize a given line. The particular
technique used in the subsequent analysis is as follows: A maximum
attenuation, aI is specified at the upper frequency limit of the pass-band,
fl. The minimum RF attenuation (ao) desired above the pass-band is then
selected. The optimization technique then consisted of minimizing the
frequency (f 2 ) at which this latter attenuation occurs.

Expressions of the attenuation as a function of frequency were
derived for various line configurations. The optimum line design using the
above techniques was then found. Only the. results of these analyses will be
presented here. Detailed derivations are given in the Final Report on
"Two-Conductor Low-Pass Transmission Line Theory," Contract No. N178-
7927, submitted to the U.S. Naval Weapons Laboratory, Dahlgren, Virginia.
Copies of this report have been submitted to DDC and are available from
that agency.
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The optimum line design, as found from the procedure outlined
above, will not always be a realistic one. The limitations of material
properties and the fabrication techniques possible with these materials may
require that compromises be made between the opti num design and one
which may be achieved with relative ease. The analysis, together with
considerations of the above practical limitations, will allow a judiciou:,
compromise to be made between the various requiremert s of protection,.
weight, etc.

Conventional Distributed Transmission Line

A differential length of conventional transmission line may be
represented as shown in Figure 1. The circuit behavior of this line may
be characterized in terms of its characteristic impedance, Z^) and' its
propagation constant, ). For a line with a series impedance of Z ohms
per meter and a shunt admittance of Y ohms per meter, the values of
the transmission parameters are given by

0 = r ohms (1)

= rZ-Y (2)

In order to determine the attenuating properties of any particular
line, it is necessary to find the real part of the propagation constant. The
real part is called a and is the attenuation of the line in nepers/meter.
For the line in Figure 1, a may be shown to be

Z= {[ R +WL , (G + wcC) + RG -e L :r3)

At low frequencies a is given by

a0 = r nepers/meter (4)

while at high frequencies, the value of the parameter asymptotically
approaches

aH - i + - nepers/meter (5)

A series of curves, given the attenuation as a function of fre-
quency for different values of the high frequency attenuation are shown in
Figure 2. In plotting these curves it is assumed that the low frequency
attenuation is very close to zero. A value of other than zero attenuation
at low frequencies causes a toe in the attenuation curve at the low frequency
end. The same curves are replotted in Figure 3 so that all curves have an
attenuation of 3 db/meter at w/wI = 1. The optimization technique, as
previously described, then consists of minimizing the frequency at which
the attenuation rises to a prescribed value.
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From Figure 3, it can be seen that all curves initially rise at
the same rate as the curve indicated by aH =. Along this line, the atten-
uation increases in proportion to the square root of frequency. This then is
the optimum condition we are interested in. In order that the attenuation
will increase as the square root of frequency, it is necessary that a be
very small and a H. be very large. These limiting conditions can be ogtained
by requiring that either

R=C =0 (6)
or

L=G=O (7)

If (6) holds, then

_ a nepers/meter (8)

while if (7) holds

a = r nepers/meter (9)

A line which satisfies (6) will be called an LG line while on
which satisfies (7) will be called an RC.

Double - Layer Line -- Circuit Analysis

The preceding analysis has shown that the optimum conventional
transmission line will give an attenuation which increases in proportion to
the square root of frequency. In an attempt to determine whether this rate
of change of attenuation could be increased, several other types, of trans-
mission lines were studied, The analysis of the response of any trans-
mission line may be determined by analyzing a circuit model, similar to that
analyzed for the conventional distributed line. This circuit representation
is valid if the propagating wave.on the line is comprised solely of the TEM
mode. If this is not the case, the circuit approach may be accurately used
only in those ranges of the frequency spectrum where the longitudinal
component of the electric field is small compared to the radial component.

One type of line which was investigated was the double-layer
line, Figure 4. In this configuration the inter-conductor region is composed
of two media, such that the boundary between them is equipotential with
respect to the conductors. Assume now that one medium consists of a low-
loss dielectric, v'nile the other consists of a conducting, or partially con-
ducing, material. If the material whose parameters are designated by \-c
subscript 1 in Figure 4 is a semiconductor or conductcr, and the second
material is a dielectric, then the ciruit element representation of the
distributed line can be given, by the configuration of Figure 5a. The lo.ssineess
of the dielectric material and the dielectric constant, of the lossy nvitcri.'

.._-can be neglected to a first approximation, thus leading to the confiuriation
of Pigure 5b where' 0 and C1 have been removed. The norma4liZed
attenuation of such a line is

j



9 y + y + jjý -(10)÷y1, +1 yI+ ..

where

2 aig-l

Wy (10')

k=LG

Figure 6 shows curves of normalized attenuation g vs.
normalized frequency y, with k as a parameter. For very large k, and
very low y it can be shown the g(y) has a square-law variation, i. e.
g9-y 2 . This 2 represents the steepest variation of attenuation with fre-
quency (arw ) that can be theoretically attained with this line.

Let us now assume that the attenuation below some frequency
f is not to exceed some specified value a,, and that we wish to minimize
tAe frequency f 2 > f. above which the attenuation equals or exceeds some
cut-off attenuation a 2> a 1. To minimize f 2 within the constraint that
a~a for all f<fl' we can employ the curves of Figure 6 and solve for f
and Lhe corresponding line parameters for various values of k. The
simplicity of this approach attests to the utility of the normalized repre-
sentation, and can be described as follows:

For a curve corresponding to a specific value of k, two points
(yl, g,) and (y., g 2 ) are slected which have the following properties:

(1) g 2 /g 1 = a 2 //a 1

(2) g g, for y<y,

(3) g0g 2 for y>y2

(4) The average slope of g with respect to y between g, and 92

is the maximum average slope attainable between any two

points which satisfy the above three conditions.

The values of y1 , y 2 , g1 and g3 obtained in this manner are the
normalized values of w,, 2  a,, anA aI, respectively, where the norma-
lizations are given by (10')4 If 1 (=2,r fl)# a 1 and a? are specified, then
W(E21rf 2 ) can be determined for each k,, andt represents the minimum cut-
oh frequency for that k.
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"As an example of how these curves may be used the above
technique was applied to a coaxial line having an outer conductor of I"
diameter, an inner conductor of 0. 25" diameter, and a dielectric film of
thickness 1 mil as region 1. In addition, it is assumed that a non-magnetic
conducting material is used. For such a line, the inductance is L =0. 3 ýh/m.
The specified values of fI, a1, and a. were 20 kc, 0. 33 nepers/m. , and
5. 78 nepers/m. , respectively. The values of f 2 calculated using the above
technique are tabulated for various k in Table 1. The corresponding optimum
line paramters R, G, and C are also given, as well as the relative dielectric
constant of the film and the conductivity of the conductiný '.ie 'iurn required
to achieve the calculated values of C and G for the assumed line d~r-rnsions.

The validity of the above result is dependent on the relative
accuracy of the circuit model used. An analysis of the fields present in
such a line was performed. It can be shown what a TEM mode will propa-
gate on such a structure only when

ýI• = P'Z`Z (1)

and

2 
(12)

Even in the lossless line, these conditions will not, in general , be satisfied.
The TM mode can be shown to be capable of propagation within such a
structure. However, for the lines under consideration, the component of
electric field along the axis of the cable can b-e shown to be negligible
in comparison to the radial component. For frequencies below 100 mc, the
circuit model is of sufficient validity to allow the attenuation of the line to
be determined by this means.

III. LINE FABRICATION

The preceding analysis has indicated a technique for optimizing
a given line configuration so as to obtain desired filtering properties.
Several comments concerning the attainment of the theoretical optimum.
should be made. The two-layer line, although giving a response considerably
better than the conventional line, recuires materials with dielectric :ýnstants
beyond the state-of-the-art. Materials Ahich can be found with th, required
dielectric constant are usually not capable of easy fabrication into a conven-
tional coaxial arrangement. In many cases, the thinness of the dielectric
film would be difficult to produce while still maintaining the bi'lk material
properties. Although some attempts were made to fabricate a line in the
laboratory with the predicted two-layer response, no success was attained.

Tobin, H. G. , "Two-Conductor Low-Pass Transmission Line Theory,"

Quarterly Report No. 7, Armour Research Foundation, Chicago, Ill.
pp. 3-22
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It was felt that even if a laboratory model of this line could be constructed
mass production of such a line would probably be difficult and expensive.

The greatest feasibility of attaining a commercial attenuating
cable was felt to lie with the LG or the RC line. However, even for this latter
line, excessive values of dielectric constant, or very thin layers of
dielectric material may be required, in order to achieve a desired response
characteristic. It was felt, therefore, that the design of LG lines will offe.r
the best compromise between cost and production difficulty so as to allow
attenuating cable to be widely used.

The following sections describe cables which have been fabricated
both in the laboratory and commoercially, to fulfill the low-pass attenuation
requirement. Although primary attention was given to the LG line, some
effort was made to fabricate both th,- two-layer line and the RC line. Both of
these were prepared in the laboratory in the form of a strip line, since high
dielectric constant plates are available which would allow one to attain the
necessary capacity. For purposes of this study, a target goal of 3 db/meter
of attenuation at 20 kc was specified with as rapid a rise in attenuation as
possible beyondc that frequency..

IV. ATTENUATION MEASUREMENTS

Measurement Techniques:

The attenuation of a transmission line may be determined by a
measurement of the input impedance of a line under open-circuit and short-
circuit load conditions. If the open-circuit input impedance. is denoted by
Zoc and the short-circiit input impedance by Z , then the propagation
constant of the line wiii satisfy the following rel•.tionship:

F znc (13)

This equation can be solved to determine T and thus a. As a -ncreases
however, the input impedance under any load conditions approacnes Zo
the characteristic impednace of the line. It then becomes difficult to 0

determine the line parameters by a measurement of the input impedance.

An alternate scheme has been devised to make these determina-
tions. For an open-circuit load, the magnitude of the ratio of receiving end
to sending end voltages can be shown to be

A- V +/V e-e (14)
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For cos 2P31-1, the attenuation may be approximated by

e-l l - (15)

For values of A<0. 4, this can be further simplified to

-ci A
e ( 1 - 16)

with better than one percent accuracy. For any value of P, the attenuation
as found from (15) will be less than, or equal to the actual attenuation of the
line.

Experimental Results

The experimental setup for both voltage and impedance measure-
ments is shown in Figure 7. A ground plane of 1/32" copper sheeting was
placed on a bench-top, with all of the instruments and the line under
measurement being grounded to this plane. The following will give the
results of measurements performed upon certain of the lines. The attenuation
values givPn for these lines were in most cases derived through a measurement
of the ratio of input and output voltages under open circuit load conlitons.
Impedance measurements were generally made to obtain a check of the
attenuation at one or two frequencies at the low end of the frequency band.

The first line which was fabricated and measured was a strip
RC line. The response of this line as a function of frequency is shown in
Figure 8. Included is the theoretical response of a line with the measured
values of R and C determined by input impedance measurements. The
constancy of the attepuation at frequencies above one megacycle is due to
the presence of inductance which is neglected in the theoretical derivation.

Attenuation measurements performed upon the two-layer lines
which were fabricated indicated that little correlation existed between the
theoretical and obtained values of attenuation. One of the main difficulties
encountered with all models of the two-layer line was the prohibitively high
value of series resistance which was present. In one strip line, the series
resistance at dc was measured as 190 ohms. In addition, the conducting
epoxy which was employed as the conducting medium was found not to meet
the specifications of the manufacturer. One type was found to have a
resistivity four orders of magnitude greater than the manufacturer's litera-
ture claimed. It is felt, the' efore, that a good physical model of the two-
layer line has not yet been constructed. In addition, it should be noted that
the requirements on the material as indicated in Table I may preclude the
construction of the type of two-layer line described here.

Several types of commercially fabricated LG cable were tested
Initial tests were performed upon coaxial lines which had an 0. D. of
approximately 0. 5 inches and an inner conductor diameter of 0. 05 inches.
The center conductor in these initial samples was solid copper. Two
different conducting dielectrics were used in these lines. In one case the
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dielectric consisted of a conducting polyethelyne while the other used a
conducting silicon rubber compound. Commercial braid w-,• also applied
to these samples. When the initial attenuation measurements indicated
that, the theoretical response of these lines was not being obtained, the
lack of sufficient contact between the conductors and the dielectric was
determined to be at fault. For that reason, a portion of the conducting
rubber line was treated by applying a conducting silver adhesive to
the outer surface. The attenuation measurements performed upon these
three types of lines are shown in Figure 9. Although the response of
the cables varied approximately as the square root of frequency, the
value of attenuation at low frequencies was much too small. Additional
tests indicated that the full capabilities of these lines were not being
realized due to the poor contact between the inner conductor and the
dielectric.

One technique employed to eliminate this contact consisted of
using a stranded center conductor rather than a single wire. For the
same average diameter the stranded wire will offer more contact area
to the conductor. At the same time, the overall diameter of the cable
was reduced to that of RG-59/U. This was done in order that the
finished cable would be more flexible than the original models. The
results of the attenuation measurements upon this cable are shown in
Figure 10. Also shown for comparison is the attenuation of a cable of
the same size which uses a solid center conductor. The great difference
in response of these two lines is evident. The dotted line in this figure
indicates the design performance of this cable. The apparent constancy
of the attenuation at high frequencies is due to two factors: The first of
these is the presence of capacitance between the two conductors of the
cable. This capacitance will cause a flattening of the high frequency
response of an LG cable. A portion of the observed flattening is also
due to inadequacies in the measurement procedure at the higher frequencies.
The increased attenuation of the line requires that more signals be supplied
at the input in order that the signal present at the output be within the
sensitivity of the output measuring device. This is difficult to achieve
without special equipment. However, measurements made with attenuation
does continue to increase.

V. CONCLUSIONS

The feasibility of using audio signal leads to provide attenuation
to unwanted rf energy has been demonstrated. For a conventional cable,
however, the attenuation above the desired pass-band will increase at a
rate no greater than the square root of frequency. The use of a double-
layer line will, in theory, allow a rate of increase of attenuation propor-
tional to the second power of frequency. However, the difficulties involved
in the practical fabircation of such a line may not allow full benefit to be
derived. from its use.
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This paper has been concerned with lines which employ dissipative
losses only to provide the filtering. Analysis has also been performed for
lines which incorporate reflective losses to increase the sharpness of the
cut-off characteristic. The use of lumped elements periodically spaced
along the cable would be one technique for accomplishing this. Laboratory
models to meet specific design criteria, have not been constructed. If
sufficient need for this type of cable is developed, little difficulty in its design
should be encountered.

The rf attenuation of transmission lines designed to carry audio
signals may not be sufficient to provide complete interference protection to
sensitive devices. However, in order that the requirements on additional
filtering and shielding might be reduced, the use of attenuating cable may be
desirable. As with similar devices and techniques, however, the designer
must balance restrictions on size, weight, cost, etc. against his particular
technical requirements, and then attempt to reach an optimum compromise.
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TABLE 1

OPTIMIZED LINE PARAMETERS

TWO-LAYER TRANSMISSION LINE

k f R G C 6
(kc) (ohms/m) (mhos/m) (/fd/m) (mhos/m)

1 5,570 LG = RC ---

3 1,500 0.084 24 77 6 1,390

10 360 0.015 120 240 30 4,320

30 167 0.0069 500 7Z0 125 13,000

100 118 0.0023 1330 1815 333 32,700

300 99 0.00088 3200 3630 800 65,400

1000 88 0.00037 9680 7730 2420 140,000

o 82 0 00 O -.....

f = LAX /21)" = Z0 kc

Specified
"0. 35 nepers/m. (3 db/m. Conditions

"Y• = 5. 78 nepers/m. (50 db/m.)
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FIG. I CIRCUIT REPRESENTATION OF A CONVENTIONAL DISTRIBUTED
TRANSMISSION LINE
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THE REALIZATION OF COMPATIBLE STRUCTURE GROUNDING SYSTEMS

H.W. Ervin and D. R. Lightner
White Electromagnetics, Inc.

49'03 Auburn Avenue
Bethesdk 14, Maryland

and

Robert Powers
Electromagnetic Vulnerability Laboratory

Rome Air Development Center
Griffiss Air Force Base, New York

Abstract. - This paper discusses the design and implementation of grounding
systems which must be used in structures or complexes which house elec-
tronic equipment which are susceptible to or capable of generating electro-
magnetic energy. Grounding systems are analyzed as wo separate entities:
(1) earth grounding system, and (2) reference plane grounding system.
Criteria is developed for the design and implementation of compatible ground-
ing systems based upon theoretical and practical considerations.

I. INTRODUCTION

Personnel responsible for the design and implementation of structural
grounding systems to comply with the requirements of (1) power companies,
(2) electronic and instrumentation users, and (3) electromagnetic interference
personnel, are sorely aware of the need for reliable design criteria which is
compatible with the requirements of all concerned. Grounding systems basical-
ly consist of two types: (1) earth grounding systems for the safeguard of persons
and property from hazards associated with electricity, and (Z) reference plane
grounding systems for the establishment of a low impedance plane for usage
in buildings housing electronic equipments susceptible to or capable of radia-
ting electromagnetic energy. Electrical requirements of each grounding system
are entirely divorced and the effective application of one system requirement
can not be construed to indicate effective application of both system require-
ments.

Criteria is presented for the effective design and implementation
of "earth" grounding systems based upon (1) a theoretical analysis, (2) eval-
uation of existing criteria, and (3) an investigation of the effectiveness of
existing earth grounding techniques. Final results are graphically presented
which illustrate approximate earth grounding resistance as a function of (1)
number of ground rods used around the periphery of the structure foundation,
(2) depth of ground rod penetration, and (3) structure foundation area. Due
regard is given to terrain coisiderations which effect the magnitude of soil
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resistivity. Such an analysis is also applied to earth ground grid meshes
which must be resorted to when ground rods cannot be used due to high 6arth
resistivity or impracticality of implementation due to terrain considerations.

Reference planes must reflect an extremely low impedance to all
users in order to r- .ize effective benefit from their usage. Formulas are
derived which express the maximum resistance and self-inductance resulting
from square and rectangular reference plane grid meshes. Final results
are presented, for square and rectangular grids, in graphical form illustrat-
ing maximum resistance and self-inductance as a function of (1) number of
grids, (2) structure foundation area, and (3) conductor types used in grid
construction. Design criteria is established by utilizing wire size and number
of grids to a point where further impedance reduction is not economically
practical for the percentage impedance reduction obtained relative to expense
incurred.

II. Earth & Referenco- Plane Grounding Systems

Discussion of grounding philosophy. There have been numerous
noteworthy articles written in the past relative to the design and implementation
of grounding systems. Grounding problems have been approached by each
author relative to his specific interests and concepts of a grounding system.
Systems have been designed and implemented in time gone by that have proven
quite effective in achieving the required results. Yet the grounding problem
is still with us and poses one of the most confusing and perplexing problems
encountered in the design of structures which must house a complex electronic
equipment.

Why has the grounding problem been magnified in recent years
and what is the basis of the existing confusion?ý

A compatible grounding system of the past was one which (1) of-
fered a sufficiently low impedance to earth to preclude the inducement of
potentials which might prove harmful to personnel or equipment aa a result
of power system fault currents, lightning, etc. and (2) provide a low DC
resistance return path for power and electronic equipment users. Grounding
-,-tems were designed and implemented which were compatible with such
grounding requirements. Electronic and electrical equipments functioned
normally and design and test engineers accepted the grounding design and
implementation criteria as valid, which it was under these circumstances.

The advent of the missile age and associated complex electronic
systems has produced problem areas that were here-to-fore non-existent;
(1) electromagnetic interference, both conducted and radiated, was found to
deteriorate electronic systems and component performance to intolerable
limits, (2) shielding was found to be ineffective in attenuating electromagnetic
energy to degrees necessary to preclude interference with electronic equipments

- 156- '



which were susceptible to extremely low level signals, (3) design engineers
could no longer depend upon existing grounding systems as a neutral return
path due to potentials that were found to be present, etc.

Extensive testing and analysis has led to the conclusion that a
great majority of such problem areas are directly attributable to existing out-
moded grounding systems. Two avenues of recourse have been pursued to
rectify the shortcomings of grounding syatems and grounding system technology;
(1) revamping of existing systems in an attempt to realize the necessary elec-
trical and electronic grounding requirements, and (2) evolvement of new concepts
in the design and implementation of grounding systems for use in the construc-
tion of new building and complexes.

Unfortunately, revamping procedures have produced less than
desirable results in many circumstances. Resultant effectiveness of revamp-
ing techniques is definitely limited due to the physical and monetary im-
practicality associated with implementing necessary grounding requirements.
Evolovement of new concepts and philosophies in the design and implementation
of grounding systems are greatly reducing the interfer•ence problems associat-
ed with modern electronic complexes. Structures housing electronic equip-
ments which are either susceptible to or capable of generating electromagnetic
interference are being designed to'fulfil two basic grounding requirements;
(1) provide a safeguard for personnel and property from hazards associated
with electricity, and (2) to provide a low impedance reference plane or in-
strumentation ground for electronic users within the confines of the structure.

Instrumentation ground has become referred to as an equa-
potential reference plane. This in turn infers a metallic conductive media
which offers zero impedance to any current which may flow through it; such
a reference plane couldobe schematically illustrated as a single-point. As in
all other electronic design applications, the realization of exact electrical

performance is impossible, but the attempt to achieve the most compatible
performance within the realm of practical feasibility is an essential require-
ment.

Both types of grounding systems are divorced in application but
cannot be divorced in implementation; both must be implemented during
construction and compatible techniques must be implemented to electrically
isolate the two systems while at the same time obtain and maintain the
electrical and electronic requirements associated with each. Until
requirements and implementation techniques of each system are understood
and faithfully implemented, compatible grounding systems shall not be realized.

The theoretical design of electronic and electrical grounding
effete ispeetati .. ok such systems..a; as .. 4... toerhe p-roblea sh rinvolvedpini the.
effective implementation of such. systems. However, it is the responsibility
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of cognizant personnel entrusted with the design of electromagnetically com-
patible structures to insure that grounding systems are made available within
instructures that fulfil the grounding requirements of all perspective users.
Resultant performance of electronic equipments, subsystems, systems and
complexes will revolve around the electromagnetic compatibility of the resultant
grounding system.

Basic Criteria. There are certain basic concel ; which must be
fully realized and accepted in order to understand the detailed requirements
associated with grounding systems.

1. Each grounding system (earth and instrumentation) must function
as an electrically isolated entity. Large amounts of power and extraneous signal
currents can be expected to flow upon all members of the earth grounding
system: such currents must be elect ically isolated from the instrumenta- ...
tion ground in order to preclude the inducement of intolerable potentials on
this media.

2. The instrumentation ground must be one homogeneous mass
constructed to offer a negligible amount of DC and rf impedance to current
flow. Impedance in the reference plane will produce extraneous potentials that
will be reflected to all equipments and wiring connected to the reference plane.

3. The instrumentation ground must be electrically connected to
earth ground at one point and at one point only: The earth ground connec-
tion is necessary only to preclude electrical hazards to personnel and equip-
ments, and will not effect the compatibile performance of the instrumenta-
tion ground if removed entirely.,

4. The entire earth grounding system must be one homogeneous
mass which offers a minimum impedance to current flowing to earth ground.
If excessive impedance is inserted between any member and earth ground,
the member will be subjected to standing waves and may radiate or re-radiate
electromagnetic energy within the confines of the structure.

Non-compliance with any'one of the above criteria will be as dis-
astrous as designing an electronic circuit using Ohms Law and omitting any-
one of the basic parameters. Violation of the above basic grounding criteria
are commonplace, with the inevitable results of entire electronic complexes
that are plagued with problems associated with electromagnetic interference.

This paper shall deal only with those structures and complexes
housing sensitive electronic systems, suib-systems or equipments which are
susceptible to electromagnetic interference in its many forms. All such

structres q complxes s~.ll b ~suredQ t~p require bo h eQarth n.i~u
mentation grounding systems.
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Earth Grounding Systems. An earth grounding system consists of
(1) metallic conductors designed to provide a direct low impedance path for
current flow to earth ground and all electrical connections thereon, and (2)all
metallic media and connections which are electrically bonded to the earth
grounding system. Low resistance paths to earth ground are normally real-
ized by proper usage of copper grid meshes and rods or combinations therof,
which are buried beneath the surface of the earth. Underground metallic
piping systems are also used in some cases to provide a low impedance earth
ground. Metallic media and wiring such as structural steel, structural
safety grounds on electrical power equi'ments, power line filters, lightning
arrestors, etc. are bonded to the underground mesh, rod or piping systems
and form an integral part of the earth grounding system.

All metallic media subjected to radiated or conducted electro-
magnetic energy outside the confines of the structure or complex in question
should be bonded to the grounding system. All shielding media imlemented
as an integral. part of the structure or complex, which serves the ,•urpose
of providing an interference free environment within the structure, should be
bonded to the earth grounding system. All wiring or cable which enLers the
confines of the structure may radiate, re-radiate or conduct electromagnetic
energy induced upon it by extraneous sources and should be filtered and the
filter encasement should be bonded to the earth grounding system. All metallic
members or equipments within the confines of the structure which make elec-
trical contact, by any means whatsoever, with any other member serving as
an integral part of the earth grounding system, must in turn be bonded, by
means of a low impedance connection, to the earth grounding system.

Design of Earth Grounding Systems. An abundance of noteworthy
material exists relative to approximating the earth grounding resistance obtain-
able from various ground rod and grid mesh configurations. Applicable for-
mulas are used in this paper to calculate grounding resistance as a function of
(1) number of ground rods used aroung the periphery of the structure foundation,
(2) depth of ground. rod penetration into the earth, and (3) structure founda-
tion area. Formulas are also used to calculate ground resistance provided by
grid meshes, below the surface of the ,arth, as a function of (1) area of
coverage, and (2) number of grids per side. Calculated data is presented
in graphical form which is readily adaptable to the determination of ground
rod configurations which are compatible with specific structure requirements.

Ground resistance is commonly computed either by application of
the strict concepts of field theory or by the average potential method. Although
the latter method is not absolutely exact from the standpoint of theoretical
physics, it furnishes fairly accurate results and is readily adaptable to problems
at hand. In recent years it has been accepted almost universally as the only
practical means of solving problems of a more involved nature.

The grounding resistance of many closely spaced parallel ground
rods can be expressed by the following formula:1



P4 2k, L,
R -=-- -- Ilog 6- _L 1  + rA 2(

where:

R = grounding resistance (ohms)
p = soil resistivity, ohm-centimeters.

L,= length of each rod, cm.
2b= diameter of rods, cm.
n number of equally spaced rods in' area A

A = area of rod coverage
k1 = coefficient

The coefficient k, in equation (1) is obtained from the expression
for the resistance of a horizontal thin plate. With L, increasing toward infinity,

equation (I) approaches this value. The coefficients kj, for square and rectan-
gular plates at earlh surface, are plotted as curve A in Figure IQ.

In most practical cases, grids or rod beds are buried to depths
much less than so that the coefficient kI for the surface level holds with
sufficient accuracy. Further study and criteria shall be based upon values of
k, for the surface level.

The determination of soil resistivity as a function of the locality
were measured and depth of ground rod penetration cannot be practically realize

with a high degree of accuracy. This is due to the effects of various terrain
considerations upon soil resistivity and the accuracy of various methods availa-

lie to measure soil resistivity.

Equation 1 can been rearranged and partially simPlified as follows:

2:I+p 4L kL 1  ;-1 (2)nL 1  ebA

Equation 2 has been used by the author to calculate ground resist-
ance as a function of (1) number of evenly spaced rods, (2) area coverage, and
(3) depth of earth penetration. Resultant data is presented graphically in

Figure 3. Figure 3 can be simply used to predict ground rod configurations
compatible with a specific situation. Calculations have been based on a value
of soil resistivity equal to 50 ohms per meter. Earth resistance resulting
from soil resistivities other than the assumed value can be calculed as follows:

R-= 1ý6 0.3)
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where:

R = resistance obtained from Figure 3
p = 50 ohms/meter

PI = measured value of soil resistivity

Ground grid meshes are often required to complement rod beds

or to be used separately when deep driven rods are impractical due to terrain

considerations; The following formula can be used to calculate the ground
resistance of an earth ground grid mesh:3

P 'Lg. L k)

Ilo•-£ + k -- k-i - ohms (4)
7rL (10 a j,7 y

where:

L = total length of all connected conductors
Za = diameter of conductors (cm)
al= a for conductors on earth surface

a xZZ for conductors buried at a I epth of Zcm

A = area convered by conductors (cmý
k.k;k = coefficients

The coefficient k, is the same that was used in equations 1 and 2 in
the previous discussion. Coefficient, k 2 has been calculated for loolps encircl-

ing areas of the same shape and depth as used for calculating kV. Calculated
results ire shown in Figure 2.

Equation (4) has been slightly simplified for the purpose of data
calculation as indicated by the: following formula:

R 1.045p ( ZL + LR-'--log -+ - ki (5)
L (0 a rA 2)

where:

A. =,conductor diameter (in) X depth (ft.).

L =rod length (ft.).
p = soil resistivity kohm-rneter)

Resistance has been calculated by the author as a function of
foundation area, area of grid coverage and number of grids per side, using
4/0 co-per cable. The resistivity of the earth was assumed as 50 ohms per
meter for calculatiQ.n, purposes. Coefficients k, and Ir vary only slightly with
area and the error introduced by using calculated data for square and rectangular
grids is negligible. Calculated data is presented graphically in Figure 4.
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Grounding resistance offered by various grid mashes can re
duced most significantly by increasing the number of grids arvi by increasing
the area of grid coverage. Data has been extrapolated from Figure 4 and re-
plotted in Figure 5 to show ground resistance as a function ofarea of grid mesh
coverage as well as single and optim•',um numbers of grids per side.

Various factors are illustrated by such graphical illustrations
worthy of consideration in developing optimum design criteria for earth grid
meshes; (1) a far greater reduction in ground resistance is realized by using
increased areas of grid coverage up to approximately 90, 000 sq. ft. Beyond
90, 000 sq. ft. a maximum reduction in ground resistance is realized b y
optimum usage of number of grids and (3) the average optimum reduction of
ground resistance resulting from the additional grids is approximately 0.2 ohms.

In many cases it may be necessary to use a combination of ground
rods and a grid mesh below ground to obtain a sufficiently low ground resistance.

The rnutual resistance between the two grounding systems can be approximated
by the following equations:

R 12  -2 1  0g? L L- k2 + (ohms) (6)
LA

where:

21= R = mutual resistance of both systems and remaining
parameters are equivalent to those used in previous

formulas.

The combined rod bed and grid resistance can be expressed as
follow s:

2

R R1 1 R 2 2  R1. (7)
Rj 1 +R 22 - ZR 12

where:

R11 = resistance of grid alone
R, = resistance of rodbed alone
R12 = mutual resistance between systems.

The reduction in ground resistance achieved by adding rods to a
grid, will hardly warrant the extra cost. Yet there are points in favor of such
an arrangement:

(1) insure practically constant ground resistance for soil resistivity
which may flucturate near the earth's surface due to extreme climatic condi-
tions, or (2) rods used to provide a reliable ground source and grid used as
a safety measure to equalize fault potentials over the earth's surface.

-162-



Reference Plane Grounding System. A reference plane grounding
system consists of (1) a metallic media (copper grid mesh) used as a common
connecting point by all other members of the reference plane grounding system,
(2) all n-etallic members that are bonded to the grid mesh,, i. e. (a) shields of
all configurations, (b) electronic equipment chassis, (c) electronic circuit
neutrals, (d)ý cable trays which are common only to the interior of the structure,
etc. , and (3) all electrical connections and related parts used in conjunction
with the grid mesh and the many members. All three constituents of a
reference plane grounding system must be designed, and implemented to yield
and maintain the lowest possible dc and rf impedanc~e to current flow.

Design of Reference Plane Grid Mesh. The initial problem is to
determine the number of grids, associated dimensions and wire size to be used
in constructing a reference plane grid mesh to obtain an optimum reduction
in resultant impedance. Figure 6 illustrates a hypothetical application of
such a grid mesh. The maximum impedance (resistance: and self-inductance)
offered to current flow by the grid mesh is encountered between points (A)
and (B). The following paragraphs shall pertain to the development of expressions
describing variations in impedance between points (A) and (B) as a function of
various parameters.

For a prescribed length and width of a specific grid mesh the
following two factors are working in opposing directions to change the resistance
(RAB) between points (A) and (B) as a result of changes in the number of grids
per side: (1) as the number of grids is increased, R _ decreases due to the
decreasing length of the grid elements and (2) as the number of grids is in-
creased, R increases due to the additional cables added to obtain the in-
creased number of grids.

The following equation has been derived which expresses the
maximum resistance offered by a square grid mesh:

R J_ 24_[2(,n-J ý2 (8)
-AB,• 2 n 1 + 2(n-1)

where
RABI = resistance between points A & B for n grids per

R side (ohms)

n = number of grids per side
Re],_, = resistance of one element of total length equal to

the length of one entire side of the grid (ohms)

k = multiplication factor to account for additional grids

The resistance of one element of total length equal to the length
of -one entire side of the grid (Re I..) can be calculated by the following formula:
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R] A- (9)

where

p = resistivity of conducting media ohms

I = length of conductor (ft.) circular mu foot

A = cross-sectional area of conductor (circular mils)

Equation 8 is a recursion type formula and can only be used by
calculating R_ progressively from. n 1 to n n. R has been calculated for
values of n (grids per side) up to and including thirtyF(30). Such calculations
have been performed for grid mesh areas of (100 ft. )2 to (1000 ft.)' and for
cable sizes of 1 inch, 3/4 inch, and 4/0. Resultant data is presented graph-
ically in Figures 7, 8 and 9.

The distributed self-inductance of the grid mesh must also be
considered for development of optimum design criteria. The high frequency
self-inductance of copper calbe can be approximated by the following formula:

L = 0. 609.Q 303 log10 1 - (pihenries) (10)

wher e

L = low frequency self-inductance (1 ±henries)
2 = length of conductor (ft.)
d = diameter of conductor (ft.)

The high frequency self-inductance of a copper grid mesh consisting
of "n" grids per side can be computed using Equations 8 and 10 as follows:

0. 609R(2. 303 log10-,- -) 1 [ kd [+ (n- 2]LAB], n l 2 (n -I)

ihenries

L has been calculated for values of n (grids per side) up to and
including thirty (30). Such calculations have been performed for grid mesh
areas of (100 ft. )2 to (1000 ft. )2 and for cable sizes of 1 inch, 3/4 inch, and
4/0. Resultant data is graphically presented in Figures 7, 8 and 9 along with
resistance data.

The maximum impedance offered by a rectangular grid mesh is
different than the impedance offered by a square grid mesh with an equivalent
number of mesh loops. The following expression has been derived which
expresses the maximum resistance between points A and B of a rectangular
grid mesh:

-1-64-



Ri Re +L~ [k, (nk- nw, (ohms) (12)
ABJ nw

where

R 1 Resistance of rectangular grid mesh between points
"RW A and B (ohms)

Rew R1 = Resistance of a single conductor of length equal to
the width of the grid mesh (ohms).

n, = number of grids along the short side or width of
the rectangular mesh.

k = coefficient computed for square grid meshes with
various numbers of grids per side.

k, = correction factor to account for lengths greater than
widths usirig nw grids.

n = number of grids along the long side or length of the
grid mesh.

Equation 12 has been used to calculate the resistance of a rectangular
grid mesh for length to width ratios of 2 and 3, and for 1 inch and, 4/0 cable as
a function of foundations or grid mesh area and number of grids on the short
side of a rectangular grid mesh. Resultant data is graphically presented in

Figures 10,11 and 12, and 13.

Previous formulas and graphical representations can be uL-d to
design reference plane grid meshes with a minimum or designated dc or rf
impedance to current flow, for any specific structure application. All formulas
have been verified by use of other techniques of mathematical analysis and by
actual construction and measurements of various grid configurations. All
calculations are based upon the assumption that the contact impedance between
mating members of the grid mesh is negligiable as compared to the impedance
of the conductors. Such an assumption will be valid if electric welding tech-
niques are used to weld or fuse all metallic mating surfaces.

Reference Plane Members. All metallic members which serve
as an integral part of the reference plane grounding system must present less
dc and rf impedance to current flow that the maximum design impedance of
the grid mesh. A good rule of thumb to follow in such circumstances is that
the summation of the maximum grid mesh resistance and the total resistance
of each member should be less than the maximum resistance specified or
required for the reference plane grounding system.

Rm&., ]Rp + Rj <Rspe (1.3)-

where
RMax ],,p = maximum design resistance of the reference

plane grid mesh.
¢Rj= zresistance of jumper or member from outer-

most point to connection at grid mesh.

Various text books, such as "Radio Engineers Handbook" by Frederick E.
Terman, are available which present formulas for calculating the imped-
ance, of various types of metallic conductors.
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Rspec maximum specified resistance for the reference
plane grounding system

Solid rectangular bond straps are often required to connect various
metallic members to the grid mesh or others metallic members which serve
as an integral part of the reference plane grounding system. Dimensions of
such bonding straps should be selected so as to offer a minimum amount of
impedance to current flow. The reactance associated with self-inductance is
by far the ,greatest impedance of the bond strap. The self-inductance of a
rectangular bond strap can be computed as follows:

d
(A-• d)

V+ 12+ [.2235abV
L = 2 og 0  2+ 35 (a+ b) - 4 + .22 35 (a + bg;? (14).2235 (a+b)

+ .2235 (a+b)x 10-9 (henries)

where:

.. = length of bond strap (cm)
a = width of bond strap (cm)
b = thickness of band strap (cm)

This equation has been used to calculate the self-inductance of a
solid rectangular strap for length-to-width ratio values of 0.1, 0. 667, 0.5,
1.0, 5.0 and 10.0 while thickness (b) was helu constant. Results of such cal-
culations are presented graphically in Figure 14. Results indicate that the
length-to-width ratio of a bond strap should be <5/1, and preferably •3/1
when mechanically feasible.

Electrical Connections and Related Parts. The electrical connections
of mating metallic surfaces is one of the most important ingredients, of a
reference plane grounding system and is, unfortunately, one of the most
abused. If improperly implemented or if subjected to corrosive deteriation
the RF impedance across two metallic: mating surfaces may be far greater
than the total impedance of the entire remainder of the grounding system.

All metallic mating surfaces and connecting hardware must be
constructed of galvanically compatible metals. When a more noble metal is
joined to a less noble metal, electro-chemical corrosion will occur. This
simple battery cell action produces a high corrosion rate on the less noble
metal, while the more noble metal remains unharmed. One of the attendant
problems involves the coating of the noble metal with its less noble counter-
part, resulting not only is mechanical weakness,. but, electrically, a high
impedance joint is formed. In fact, a rectifier of sorts is formed creating
all of the problems relative to harmonic generation, etc.
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Metallic mating surfaces which are susceptible to oxidation must
be protected by application of a prote.ctive coating around the entire periphery
of the mating surfaces. The electrical impedance offered by oxide films
formed over an extended period of time can be quite significant relative to overall
design impedance of the enti-4e reference plane grounding system.

Electrical connectic - between metallic mating surfaces must be
implemented in order to realize a rigid and low impedance contact. Some of
the more important mechanical considerations are as follows:

(1), Mating surfaces of metallic members should be welded or
brazed around the entire periphery of the contacting area in all cases where

possible and practical.

(2) In lieu of welded or brazed connections, bolted sections may
be used. Bolted sections must be implemented to insure (1) a consistant
contact pressure over an extended period of time, (2) minimal crevice area

around metallic mating surfaces, and (3) a high resistance to atmospheric
corrosion over an extended period of time, It is recommended that palnuts be
used to maintain a piermanently tight joint.

(3) Rivets should not be used as an electrical connection on metallic
members subjected to fluctuations in stress or strain or minute movements of
the bond connections.

(4) Protective or non-conducting coatings must be removed from
the co-)ntact area of all mating surfaces before the bond connection is made.

The above criteria and precautionary measures constitute only
a few of the bonding requirements necessary in order to realize an electro-
magnitically compatible reference plane grounding system.

Criteria presented in the previous paragraphs constitutes only the
basic building blocks of compatible grounding systems. Many problem areas
and techniques for compatible implementation cannot be adequately covered
in this pa'nr; i.e. (1) variations in soil resistivity as a function of soil type,
moistur, ,)ntent, temperature and salt content, (2) periodioc spacing of bond
straps on metallic members to minimize standing waves, (3) coatings and

surface treatment to prevent corrosion, harmonic generation and corona,
(4) test requirements to insure that compatible grounding systems are realized
both during and after final implementation, (5) specific technique for imp-
lementing a single "ground-well" between the grounding systems, (6) tech-
niques for implementing an equa-potential grounding system in structures
utilizing long cable runs, such as missile checkout complexes, etc. Solutions
to iuch problems may be analyzed by referring to existing literature, comp-
liance with good engineering practices and/or reliance upon recommendations
acquired through knowledgeable consultant agencies.
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III. CONCLUSIONS

Structure, grounding systems must be designed and implemented
to comply with the electrical and safety requirements of all prospective users.
Such systems must basically perform the following functions: (1) provide a
safeguard for persons and property from hazards associated with electricity,
and, (2) provide a low impedance reference plane for structures or complexes
housing electronic and instrumentation facilities which are susceptible to or
capable of radiating electromagnetic energy.

There is an optimum, number of ground rods for each foundation
area, beyond which little reduction in grounding resistance is realized.
Applicable formulas are used in this study to calculate groanding resistance
as a function of (1) number of ground rods used around the- periphery of a
structure foundations, (2) depth of ground rod penetration, into the earth, and
(3) structure foundation area. Calculated data is presented in graphical form
which is readily adaptable to the determination of ground rod configurations
compatible with specific structure requirements.

Formulas are derived which express the maximum resistance and
self-inductance of a -reference plane grounding system as a function of (1)
number of grids, (2) size of grids conductors and (3) foundation a~rea of struc-
tures where grid meshes are to be implemented. Such formulas have been
derived for both square and rectangular reference plane grid meshes as a
function of the prestated parameters. Calculated data is presented in graphical.
form with variables that are readily adaptable to the design of reference planes
which are compatible with specific structure requirements. Graphical illus-
trations can be effectively used to determine the number of grid meshes and
size of mesh conductors necessary to achieve -optimum impedance reduction
at a minimal'" cost.

Complimentary construction techniques are described which are
necessary for effective implementation of the recommended structure ground-
ing system. Recommendations are presented relative to (1) preferred bonding

techniques, and (2) techniques for corrosion proofing.
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* NOTES:
(1) Earth resistivity (p) =50 ohm-meters.
(Z) Ground Rod 3/4"t copper rods.
(3) To get earth resistance for different values of soil resistivity:

4 ,: ~Re = I~ (R.)
50o

20R R= New value of Ground Resistance
R,1 = Graphical value of Ground Resistance. I

17 p= New value of soil resistivity
(ohm-meters)

- Depth of Penetration = 10 ft.

10 - Depth of Penetration = 30 ft. fI
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ELECTROMAGNE`IC COUPLING BETWEEN COAXIAL, SINGLE-WIRE,
TWO-WIRE, AND SHIELDED TWISTED PAIR CABLES

M. Kaplit
The Moore School of Electrical Engineering

University of Pennsylvania
Philadelphia, Pennsylvania

Abstract. - This paper prese 'i- the results of an experimental investigation
of electromagnetic coupling uetween coaxial, single-wire, two-wire, and
shielded twisted pair cables over the frequency range of 100 cps to 50 kc.
The coupling was measured for matched, short-circuit, and open-circuit
loaded cables when different combinations of similarly loaded parallel cables
are used, enabling electric and magnetic coupling to be determined. These
results are given as transfer impedances for different cable spacings and
frequencies, worst case conditions being measured for shielded twisted pair
cables.

A brief summary of shielding effectiveness measurements is given.
These are contrasted with the technique presented in this paper since many
of them determine the shielding effectiveness of only a single cable.

I. INTRODUCTION

In an analysis of the electromagnetic compatibility aspects of any
given electronic system, one of the major considerations is the cabling
used to interconnet t the various components. A recent effort was made to
predict the performance of systems installed on shipboard. In such installa-
tions it is quite coimnon, because of limited space, to find heavy power
cables and sensitive electronic equipment input cables running side by side
with limited or no separation.

However, to make suitable predictions, one must have quantitative
data on the coupling between the various commercial types of cable which may
be used.. We have had little success in finding such data in spite of the
fact that there are a number of publications discussing the general principles
involved. For this reason an experimental program was initiated whose
preliminary results are reported here. Since immediate interest was in the
lower frequencies, the actual range investigated was from 100 cps to 50 kc.

Th1ese measurements are similar to those made by the Material Labora-
tory of the New York Naval Shipyard, 1 by Newman and Albin, 2 and by Gooding
and Slade, 3 in that the pickup between parallel cables was measured as a
function of both frequency and cable spacing.

The Material Laboratory and Newman and Albin, both measured voltage
transfer ratio3 between cables with matched loads for frequencies above 85 kc.
Gooding and Slade measured the transfer impedances and voltage transfer ratios
between coaxial cables and 300 ohm two-wire lines, but for coaxial cable
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measurements do not mention the actual cables employed. In addition, the
Signal E~uipment Co. has also measured coupling as a function of both cables" A

lengths.

In this study the exciting cable passes through and is grounded at
each end of a shielded (i.e. metallic) room which contains a second cable and
a voltmeter to measure the signal coupled into it.

This proceaure seems more satisfactory than that of trying to relate
the "shielding effectiveness" of each cable to the expected transfer impedance
because the relationship is not obvious. Of course, if the pickup for a
specific combination of cables is known and the shielding effectiveness of
these and other cables is also known from any of several useful comparison
methods, the pickup for these other cables can probably be estimated.

Four types of shielding effectiveness tester have appeared in the
literature. The first of these is the so-called triaxial tester. It is
simply a shield placed over one end of a short-circuited piece of the cable
whose shielding effectiveness is to be measured. This cable is then energized
and the pickup is measured between the added shield and an extension of the
cable's inner conductor. The shielding effectiveness of the cable is defined
by Schatz and Taylor 5 as the ratio of voltage between the shield and the
cable's oater conductor to the current in the cable,and by Allen6 as the ratio
of the energy fed into the cable to the energy leaked into the region between
the cable and the shield.

Another procedure is to place a short-circuited length of coaxial
cable through a ground plane, whose area is very large compared to the square
of the wavelength, and measure the radiated field. The radiated field can be
determined theoretically, and Robl and Schatz 7 define a shielding factor as
the ratio of the field radiated by the cable to the field radiated by a rod
carrying the same current and having the same over-all length.

8
The Material Laboratory mentioned previously has also designed a

radiation boxwhich measures the power radiated into it by a cable passing
through it. By comparison with other cables, a measure Vf relative shielding
effectiveness can be obtained. The Signal Equipment Co.. also used a toroid
surrounding the cable to measure the external field, and they regard the
ratio of voltage coupled to the toroid to the current in the cable as a
measure. of shielding effectiveness.

Unfortunately, none of these procedures measures or even predicts
the actual coupling between cables. This paper presents the results of an
experimental investigation of electromagnetic pickup between various cables
as a function of frequency and some possible cable terminations.

II., EXPED4ENTA-L CONFIGURATION

The actual experimental configuration is as shown in Fig. 1. The
signal generator was placed outside the shielded room, approximately 8' long,
6' wide, and 8' high, and the exciting cable passes through but is grounded
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at each end of the room, enabling the cable's shielded load to be placed
outside the room also. The pickup cable, its load, and the voltmeter are
inside the room in order to reduce external noise. A jig holds the two
cables parallel over a length of 4' which is essentially all of their effec-
tive coupling length. The jig also enables the cable's center-to-center
spacing to be varied. The voltmeter was a HP-302 wave analyzer which has
a sensitivity of 1 pv over the frequency range of O to 50 kc. When greater
sensitivity was needed and could be employed, a Quan-Tech model 203 low
noise amplifier with a gain of 100 from 0 to 500 kc was placed before the
wave analyzer. To check the system operation, the principle of reciprocity
was verified by interchanging the signal generator and the voltmeter.

III. EXPERIMENTAL RESULTS

This section presents the most typical experimental results. The
measurements are displayed as graphs of either transfer impedance between
cables, i.e. the voltage induced it the 4 ft long pickup cable for 1 ampere
of current in the exciting cable, or of the voltage transfer ratio when
so-called "electrostatic" coupling was measured. The dimension shown on
each curve is the center-to-center spacing between the parallel cables
with the smallest being for adjacent ones. With the exception of the
electrostatic coupling measurements, when both cables have open-circuit
loads, the exciting cable has a short-circuit load and the pickup cable is
terminated, as is indicated on each graph, in an open-cirouit, a short-
circuit, or a resistor approximately equal to its high frequency charac-
teristic impedance. If a coaxial cable is employed as the pickup cable,
the measured value is dependent on the grounding scheme. When a wire
(ground) connects the outer conductor at both ends, there is appreciably
more pickup than without. This condition is designated "loop" on the
figures.

Figure 2 displays the coupling between RG-62/U and RG-59/U coaxial
cables. The maximum transfer impedance is 3 x 10-3 ohms at 2 kc for a
matched or short-circuit load on the pick-up cable in the "loop" condition.
When the loop is not present, the maximum transfer impedance is 6 X 10-6 ohms
and occurs' at 4 kc. In both cases the inherent shielding of the coaxial
cables becomes stronger above 5 kc. With an open-circuit load and "loop"
condition, the curve for transfer impedance is similar to that for a short-
circuit load, except that its maximum is about a third as great and occurs
a few kc higher.

Figures 3 and 4, which display the coupling between an RG-22A/U
shielded twisted pair cable and a RG-59/U coaxial cable and RG-22A/U
respectively, are similar in that for matched or short-circuit loads the
transfer impedances are maximum at about 40 kc. However, the maximum values
of the transfer-impedance are 6 x 10-5 ohms and 3 x 10-6 ohms respectively.
For the RG-22A/U to RG-22A/u coupling there was no loop effect, but there was
an order of magnitude increase in the coupling between a RG-22A/U and RG-59/Vin a loop condition.

Figure 5 displays the coupling between a 300 ohm twin lead and
another one with and without a shield. When there is no shielding, the
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'iransfer impedance is proportional to the frequency. With a copper braid
shield and a matched or short-circuit load, the transfer impedance is almost
the same as for an unshielded cable, until about 7 kc when the shield begins
to become effective in reducing the coupling. For an open-circuit load the V
tran' ier iiipedance is reduced at least an order of magnitude by the shield.
For an open circuit loel a single ground ab the voltmeter end of the shield
is most effective in reducing coupling, bi~t the ground condition was not
Criticol for matched and short-circuit loads.

The coupling between an RG-62/U and a 300 ohm twin lead is displayed
in Fig. 6. The results indicate that below 5 kc the coupling is greater for
a matched or short-circuit load than for an open-circuit one. The maximum
transfer impedance is 1.3 x 10-3 ohms at 4 kc.

Figure 7 displays the coupling 'between a single wire and a RG-59/U
or a RG-22A/U cable, and it is experimentally and theoretically a measure of
the maximum voltage that cable can induce in another. For a coaxial cable
with a "loop", about 30% of this voltage is obtained, while for the RG-22A/U
only about 15% is obtained.

Finally, Fig. 8 displays several examples of "electrostatic" coupling.
Once again, the "loop" ground condition increases the coupling between
coaxial cables.

IV. CONCLUSIONS

Data has been obtained for coupling between various cables in the
frequency range of 100 cps to 50 kc. This coupling is measured in terms
of transfer impedance. The transfer impedance increases with frequency
until the cable's shielding becomes an important factor. The effect of
multiple grounds in decreasing the shielding effectiveness of coaxial cables
has been clearly demonstrated.

This is only a preliminary report and future work will include
extensions to higher frequencies and a more precise definition of shielding
terminology.
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ACHIEVING ELECTROMAGNETIC COMPATIBILITY BY CONTROL OF THE
WIRING INSTALLATION

G. J. King
AIRCRAFT DIVISION

Douglas Aircraft Company, Inc.
Long Beach, California

Abstract - Control of the wire routing and grouping of the many e ,aipments and
systems that are installed in modern aircraft is necessary to assure the electro-
magnetic compatibility of the ultimate system. Controlled classification of the
wiring and the bundles reduces the interaction of equipments caused by the inadvert-
ent coupling resulting from random installation. Wire routing control is mamdatory
to prevent the interaction of individual systems and may also be required with wiring
associated with systems that are susceptible to self-interference. The minimum design
concept for adequate wiring isolation is defined in this paper. Definitive grounding
of systems arid the attendant grounding methods, including the bonding of all equip-
ment installations, is a significant part of the overall compatibility of the elec-
trical/electronic environment. Emnphasis is directed towards this area.

I. INTRODUCTION

For many ycars aircraft have been increasingly burdened with electrical and elec-
tronic equipment. These equipments have been evolved from the simple dc systems,
of not so many years ago, to the modern integrated complexes operating entirely on
an ac power source. As a result, the modern environment is one that is dynamic in
nature where the equipments are subjected to an ambient electromagnetic field of
complex shape and frequency. It is not strange that some of this ambient energy will
appear on the wiring.

Much has been done to reduce interference at the component, equipment and system
levels. Little information is available concerning the installation of equipment
inter-connecting wiring. Sporadic interest has occurred in wiring compatibility
where the various schemes vary from the custom installation (the reference is to
"build-it" and "fix-it" methods) to the over-designed brute-force technique. The
airframe manufacturer is confronted with the installation problem in which the inter-
connecting wire coupling effects upon any of the equipments can only be estimated.
Few equipment manufacturers are prepared to indicate the necessary installation pre-
cautions required for compatibility. The precautions would include requirements for
special wiring (other than single conductor), threshold susceptibility values over
a specified frequency range, and the characteristics of the conducted and radiated
energy over a broad frequency range. The fact remains that special installation
requirements of wiring is necessary because most equipments radiate, and almost all
equipments are susceptible somewhere in the electromagnetic spectrum.

The method of wiring control to be described classifies all of the interconnecting
wiring in accordance with the energy carried by each wire and the probability of
that wire becoming either a "transmitter" or a "receiver." A high degree of compati-
bility is achieved by physical separation of the categories of bundles and by group-
ing oniy the wires of similar characteristics and voltage levels.
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For example: a wire carrying 28 volts to a lamp would not be susceptible to a wire
carrying 115 volts to a motor. However, if the 28 volt wire is connected to 3 servc
amplifier then a degree of susceptibility might exist. Therefore, the first problem
is the inductive susceptibility of a wire. The induced voltage is dependent upon the
separation distance of the wires and the coupling area or parallel distance. There
are many other factors, but if the spacing between the wire is infinite and the
parallel length is zero a coupling problem will not exist.

The other factors are modifiers useful to the design engineer to determine the
minimum required separation versus the maximum parallel distanre before the threshold
susceptibility is exceeded.

The other problem of wire coupling is that experienced from electro-static fields
(voltage) usually associated with the radio frequency spectrum. Physical isolation
will reduce some of the voltage coupling but not as effectively as for magnetic
field coupling. Generally, electrostatic coupling is associated with high impedance
circuits. Many low impedance circuits can become carriers of electrostatic energy
that is conducted directly to a susceptible circuit. Such circuitry is adversely
affected by external coupling. Frequently, the reduction of external coupling noes
not alleviate the problem. Many of these were found to be caused by coupling between
the internal wiring. The usual precautions are employed for electrostatic isolation
such as shieided wiring and, equally important, the proper grounding of the shield.
The grouping of susceptible wires away from "transmitter" wiring frequently reduces
the requirements for shielding.

The wire classification methods, described in this paper, have evolved over a number
of years. However, it was only a few years ago that the environment reached the
degree of complexity where the extensive use of classified wiring was required.

An analysis was conducted on one model of aircraft to determine what could be done
to control the interference caused by the interconnecting wiring. All of the empirical
and theoretical data colected over the years was evaluated and a logical model of
the proposed method was developed. The aircraft was completely remodeled with the
new system. After testing the aircraft, it was found necessary to change one wire
from a single braid coaxial to a double braid. Filters that had been installed on
the original aircraft to reduce interference were found to be unnecessary after
implementation of the classification technique. The aircraft was a complex military
type that had a history of multiple interferences. Once the wire classification had
been implemented, several of the more vexing problems were revealed as being self-
induced.

A second model airplane had a similar history of severe and subtle interferences
that were subdued by the usual costly rework and loss of time. The entire system
was carefully categorized by detailed evaluation of each equipment. After test, one
fix was required-the installation of a diode to quiet down the inductive kick of a
relay. The 3ubtle interferences were resolved to be self-induced within specific
systems.

The latter aircraft has been in current production for one year without any inter-
Ference problems. Wire classification will make the product like "peas in a pod" as
compared to others without wire classification which may exhibit wide variance of
interference from unit to unit.
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II. DESIGN FOR INIERWIRING COMPATIBILITY

Design Concept - The minimum design concept for adequate wiring isolation is based
upon classification according to the energy and power that the wire carries. A
second consideration is that of the impedance of the wire that may carry spurious
energy. This will indicate whether the interference may be induced by either magnetic
or electrostatic fields or both. The third consideration is the division according
to the susceptibility of a given wire to either inductive or electrostatic coupling.
For example: t wire to the input of an amplifier is more susceptible to spurious
energy than a wire connected to a motor.

Category I - Power Wiring - Category I is comprised of the following examples:

1. Three Phase distribution wiring (115/200 volts ac)

2. Single phase distribution wiring (115 volts ac)

3. Other wiring carrying 115 volts ac

There are two sources of coupled energy that can cause interference into numerous
systems: the magnetic field and the electrostatic field. Of the two, the magnetic
field is the most difficult to handle since shielding is ineffective. The practical
method for magnetic field isolation is physical separation where the current-carrying
wires are isolated from other wiring that is susceptible to taignetic coupling. Power
systems are insensitive to coupled magnetic fields from other power lines. Motors,
relays, most power transformers, actuators, and other power devices are inherently
insensitive to induced voltages, induced phase shift, transients, etc. Therefore, it
is possible to group all distribution power lines into one category. Primary, or
feeder wiring, is not grouped with distribution wiring to minimize damage in the case

of fault currents.

All of the noted wires may be bundled into groups dependent upon the installed wiring
configuration.

Category II - Secondary Power - Secondary power wiring is grouped into Category II.
Secondary power wiring is generally classed as wiring carrying watts of power at
voltages less than 115 volts ýac/dc). Secondary power wiring can be troublesome in
restricted areas such as onckpito, radio racks, conduit runs, and other areas requir-
ing dense wiring runs. Since the magnetic field is directly related to the current,
and secondary power lines are found in sensitive equipment wire bundles, it has been
necessary to create this category. Secondary power lines are usually associated with
interior lighting circuits, synchro circuits, small motors, actuator circuits, etc.
Therefore, Category II is comprised of the following examples:

1. Low-voltage power circuits

2. Low-voltage lighting circuits

3. Synchro and servo circuits not in Category III

4. Includes wiring from an equipment power supply to other equipments within
the same system for dc voltages up to 5000 volts.

Category III - Control Wiring - Reference was made in Category I on the coupling
effects of the magnetic and electrostatic fields. In Category III, the wiring ib
grouped according to the transient fields that exhibit both characteristics. Line
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transients occasioned by operating characteristics of the equipment can produce
transient magnetic fields associated with a fast rise time of the current. High
voltage transients, caused by the familiar "inductive kick-back" can produce broad-
band RF voltages. Therefore, Category III is similar to Category II except that it
also carries transient energy. Category III -is comprised of the following examples:

1. All wiringthat involves the operation of relays (solenoid), stepper
switches, automatic homing switches, intennittent pulsing energy, etc.

2. Any other wire that can produce pulse energy caused by operating character-
istics of the system or equipment such as wiring to flashing incandescent
or fluorescent exterior lights.

Note: Category III can be converted to a Category II by reducing or eliminating
transient energy. Category III could be eliminated entirely by use of transient
suppressors at each relay or inductive device. Other wiring could be placed in
Category II by determining the frequency of occurrence of transient energy
that could affect other equipmenti If the transient does not affect a critical
circuit or an equipment listed under safety of flight, then it may be changed
to Category II. Eventually, by consideration of these elements in the design
stage, the need for this category may not be required.

Category IV - Sensitive Wiring - Sensitive wiring is somewhat of a misnomer since
sensitiveness is directly related to susceptibility in this case. There are many
wires within a system or complex that would appear under this category. Most of the
wiring in this category is susceptible to electrostatic types of energy because of
high impedance circuits. Low impedance circuits are susceptible to magnetic fields.
However, a low impedance circuit can act as a carrier of electrostatic energy that
will conduct spurious energy directly into a sensitive circuit such as a microphone
input to an amplifier. Dual protection is usually required for these circuits.

Category IV is comprised of the following examples:

1. All microphone circuits. These invariably require twisted/shielded leads to
reduce coupled magnetic fields and prevent the conduction of electrostatic
RF fields.

2. All audio output and video output circuits.

3. All sensitivity control circuits and volume/gain controls.

4. All cathode and grid circuits.

5. Signal wiring requiring a "shield out" shield.

6. All metering and bridge input circuits.

7. All circuits associated with signal inputs to a computer.

8. All signal circuits associated with a demodulator.

A high percentage of the above wires are required by the designer to be shielded. To
avoid ground circuit problems it is necessary to emphasize that all shielded wire
shall be insulated with an external non-conductive jacket.

Category V - Susceptible Wiring - Experience has shown that certain wiring is ex-
tremely susceptible to most all levels of electrical energy. Such wiring shall be
routed free of all other wiring and must not be grouped into a bundle unless associated
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with a single system. Antenna cables may be grouped provided that the shielding
integrity of the entire system is good. High power antenna cables and pulse cables
shall be run separately.

Category V is comprised of the following examples:

1. All radio antenna coaxial cables.

2. All ,i.ving to electro-explosive devices.

3. Fire Warning shielded wires.

4. Fuel Quantity coaxial cables.

5. Liquid Oxygen indicator coaxial cables.

6. Other wiring pertaining to safety of flight items such as anti-skid systems,
spoiler actuator circus, etc.

Category VI - System Wiring - Category VI is a compromise designed for convenience
of installation. To minimize extensive separation of system wiring bundles and to
reduce the resulting wiring complexity, certain system bundles may contain wiring
that otherwise would appear in Categories II, III, and IV. The category does not
contain wiring that is classed as Category I or V. System groups may be installed
only after careful analysis has indicated that the system is free of self-induced
interference. An example would be the Automatic Flight Control System (AFCS) that is
inherently susceptible. The AFCS usually has many interconnecting wires between
multiple black boxes grouped in close proximity. These runs, and the long runs from
the immediate area to the control center, are classed as Category VI. There may be
more than one system withirn the complex that has been classified as a Category VI.
It is suggested that each system bundle be identified and routed separately. It is not
recommended that bundles of Category VI be grouped together.

Design Limits for Separation-Minimum coupling between wires of the various categories
can only be controlled by specifying the minimum distances to be maintained throughout
the cable run. Table I gives the minimum design data for physical isolation. Modifi-
cations to the rather rigid requirements are described in subsequent paragraphs. It
must be emphasized that the design parameters noted in (Table I) are to be used as the
minimum, and that the compromises suggested be used only where necessary. Compromises
are the responsibility of the Electromagnetic Compatibility engineer and are useful
only when the threshold susceptibility of a given wire is known.

Classifying the categories as "transmitters" and "receivers" will help in understanding
why the groups are spaced and will assist in the selection of compromises where required.
It will be noticed that Categories I, II, and III may be classed as transmitters and
that Categories IV, and V as good broadband receivers. Category VI is in the position
of proving that it will not interfere with itself since it contains potential trans-
mitters and receivers. Another way of classification is to consider that Categories
I and II carry relatively intense magnetic fields, Category III carries m,_kietic fields
of similar intensity and transient RF fields of relatively high energy with a oroadband
distribution. Categories IV and V are then susceptible to these fields. The third con-
sideration is that the groups carry similar types of energy: Category I, power line
voltages (115/200 volts ac); Categories II and III carry low voltage power (28 volts
ac-dc), and Categories IV and V carry signal voltages and frequencies. The met-hod of
classifying is based upon the minimum voltage gradients between wires within any given
category.
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Installation Consideration-The possibility or maintaining the minimum separation dis-
tance for all categories throughout the aircraft is remote. Structural areas and design
prohibit such luxuries. Requirements for the three cormon areas of minimum isolation
are noted in the following:

Lightening Holes-Wire bundles shall maintain the minimum spacing until they im-
mediately enter the lightening hole and shall break away at the first opportunity.
Lightening hole parallel runs are added to compute the overall parallel run. Nor-
mally, there is no restriction on the category of bundles. It is preferred, however,
to route Categories IV, V, and VI through adjacent holes wherever possible. The
category to be routed through adjacent holes depends upon the physical size of the
bundle, see Figure 1.

Com•nbn Plugs-Common equipment plugs and bulkhead plugs are treated the same as for
lightening holes. Comnmon plug wiring should break into categories as soon as pos-
sible, see Figures 2 and 3.

Conduit -Grouping of bundles in conduit will be similar to the grouping used for
marriage clamping. Non-metallic conduit is preferred. Metallic conduit may be used
to increase the isolation when conduits are closely nested and to take advantage
of the shielding effects. Aluminum conduit should be used for electrostatic 7hield-
ing and special purpose steels for magnetic "shielding." Unrestricted use of metal-
lic conduit should be discouraged since the reflected inner fields could increase
coupling between wires within the conduit, see Figure 4.

Compromises-Practical considerations for the installation of bundles require some modi-
fication of the basic rules. It must be emphasized that modification of the basic rules
must be held to an absolute minimum. There will be areas where the minimum spacing of
the bundles cannot always be maintained. Other areas may require that the wires origi-
nating at an equipment plug must be bundled together for a specified distance. The in-
stallation designer must control the wiring to ensure that the compromised areas do not
result in an unbalance towards the interference end of the scales. What is lost on one
end of the scales must be regained on the other.

Category VI -Category VI is a compromise as noted under the categories.

Marriage Clamping-The minimum design spacing may be relaxed in close areas such as
cockpits, control centers, and other dense areas. This is based upon achieving sepa-
ration in the rest of the aircraft that results in coupling far below threshold sen-
sitivity. The following categories may be marriage clamped:

Ca .egory
1. II with III
2. IV with V
.3. VI with either II, III or IV

It is r-corryrnded that Catogory I not be marriage clamped with any other category
-,,r ;,roup. Maximum d i stance should brŽ maintained between Category I and Categories

IV ftS V.

Spcial Wiringý-Special wiring includes all types of wiring configurations other
tian the sinFie-eonductor--rinsulated wire. Special wires are always used for the con-
troi or int, rfre.nce and, in the wire categorization plan, they are used for isola-
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tion purposes where the mininum physical isolat )n distances must be reduced fc:
practical reasons. Therefore, th- special wiring would replace the single conductor
wire under certain installation (oditions.

There are two types of special wire: twisted wires (two or more) and shielded con-
ductors (one or more). Twisted wires are used for control of radiated or induced
magnetic fields, and the shielded wire is used for the containment or exclusion
of electrostatic fields. Combinations of both are used where the circuitry may be
susceptible to magnetic and electrostatic fields. Configurations recomended for
use include the following: twisted pairs, shielded twisted pairs, shielded single
conductor, and the various configurations of coaxial cable.

Special wiring is used only when and where necessary if not called out in the sys-
tem design. Use of special wiring is an a4mission that the system is susceptible
or radiates over some specified portion of the electromagnetic spectrum (just like
a gasket is an admission that a perfect mechanical joint cannot be obtained). Re-"
quirements for extensive use of special wiring may be reduced by considering the
environmental effects preliminary to the design of the electrical/electronic6
portion of the system. Wire categorization does not require, per se, additional
requirements for the use of special wire. The necessity for the use of special
wire can be reduced in many cases. Unrestricted use of shielded wire can produce
more problems than it cures, and the unrestricted use of twisted wiring is frowned
upon becausj of the increased cross sectional area. Special wiring installed for
the prevention of coupling can be eliminated for the most part. Under the categori-
zation rules, special wiring is used only in areas where the design separation
distances cannot be achieved.

Special Wiring and Pigtails -Electronic and ýlectrical equipment racks are frequent-
ly so highly congested that wire separation to the design limits is an impossibility.
The problem can be resolved by considering all of the wires emanating from a single
equipment plug as a pigtail to where the wires can break out into categorics at a
distribution center or a terminal board. Pigtail length can vary from two to ten
feet. Lengths in excess of ten feet should be considered for classification into
categories. Since space isolation is not possible in a pigtail, the only recourse
is to specify the use of special wiring, refer to Figure 5. Power wiring should be
twisted with the ground return for wires grouped under Categories I and II. Single
conductor signal wiring should be shielded (Categories TV and V). Two conductor
signal wirings (Categories IV and V), such as microphone circuits, should be twisted
and shielded. Category II, other than power wiring, and Category III do not require
special wiring. In general, the requirement for Apecial wiring to achieve isolation
in a pigtail grouping does not exist after the wiring has entered the proper cat6-
gories. Figure 6 is a description of an equipment rack utilizing pigtails from the
equipment plugs to the terminal junction and then to the categorized ship's wiring.

'In referring to Figure 5, it will be noticed that the categorized wiring has been
labeled ii, a definite order. When using parallel runs (where all of the categories
are in the same plane) it is desirable to locate the bundles for minimum coupling.
The suggested order would be: 1, 2, 3, 6, 4, and 5 where Category I is always the
ifarthest distance from any terminal board wiring and/or Categories IV and V.

Ground Wires-Ground wires shall always take the category of the mating "hot" wive.
Twisting of pairs of wires always refers to the hot wire and the (ground) return.
Twisted pairs of wires may be used on circuits of either transmission (Categories
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I, II, and III) or circuits of reception (Categories IV and V). The former reduceý
the magnetic field coincident with current flow and the latter inhibits induced
magnetic fields. Twisted wires may also be used to reduce the loop aperture where
a tight twist results in minimum loop area.

Ground Studs -All ground studs will take on the category of the attaching wire.
This immiediately states that only one category can be conne(;ted to a given ground
stud.

III. INSTALLATION CONTROL

Engineering Control-Engineering control of the wiring installation is a corollary to
the wire classification plan. Previously, engineering furnished the wiring schematics
and pertinent data. Actual installation of the aircraft wiring was accomplished with-
out specific engineering requirements for a specific installation design. Wiring in-
stallations were then frequently modified by the electromagnetic compatibility group
to reduce interwiring interference. If the wiring installations could not be modified
for diverse reasons, efforts for interference reduction were then directed at the af-
fected equipment. Occasionally, this resulted in equipment redesign to operate satis-
factorily in an interference environment. More often, external filters were required.
The desired engineering control is accomplished by carefully designing the installa-
tion on the development aircraft in accordance with the data contained in this paper.
From this effort, engineering control of the actual wire runs and locations is estab-
lished. Engineering documents define the classification of each bundle where each
wire in the bundle is identified. Application of the engineering control made it
mandatory that subsequent aircraft would be wired identical to the development aircraft.

IV. CONCLUSIONS

Application of a classification plan to all of the wiring in the aircraft will result
in a considerable reduction of system interferences caused by inadvertent wire coupling.
Many of the knotty problems associated with the equipment or auxiliary hardware can then
be defined as having been caused by wire coupling. The reverse may also be true. Inter-
ferences, mistakenly laid to wire coupling, may be resolved as system deficiencies.
Wire classification is a distinct aid in the solution and tracking down of many electro-
magnetic compatibility problems. The classification plan does not conflict with circuit
or interconnecting wiring design. It is merely a specific installation procedure. Thp
preparation of drawings that apply a part number to the wiring are not affected by _e
classification requirements. Removals or additions of equipment to an existing aircr.
present no major problems. Economically, the costs of engineering design are more than
offset because of the minimum rework for a given production design. Rework of the final
installation design for two military types of aircraft has been negligible. Wire classi-
fication eliminates the wide variance in compatibility found on aircraft that contain
a r~ndom wiring installation.
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TABLE I. UJIUN IUEPARATION EfALOE (EONEIN §ETWRI iATIeoI

CATEGORY DESCRIPTION SEPARATION (INCHES)

I PRIMARY FEEDERS 12

DISTRIBUTION WIRING 6

II SECONDARY POWER 3

III CONTROL WIRING 3

IV SENSITIVE WIRING 3

V SUSCEPTIBLE WIRING 3

VI SYSTEM WIRING 3

(INCLUDING OTHER VI's)

FIGURE I. EXAMPLE OF CATEGORIZED INRES OROUPED AT A 4OMON PLUG

CATEGORY

MAINTAIN MINIMUM
PLUG -III SPACING THROUGHOUT

THE INDIVIDUAL RUNS

IV

/V

-COUPLING AREA (AMPERE-FEET)

- ol -.



F189911 L. EXAMPLE OF CATEGORY VI WIRES GROUPED AT A COMMON1 PLUS

MAINTAIN MINIMUM SPACING THROUGHOUT

CATEGORY

PLUG VI (11, 111 & IV)

V

______COUPLNG AREA

(AMPERE-FEET)

FIGURE 3. EXAMPLE OF CATEGORIZED WIRES GROUPED AT A LIGHTENING HOLE

i-MAINTAIN MINIMUM SPACING

jSTRUCTURE CATEGORY

F VI (PREFERRED RUN)

IV*

_________________________V & IV (PREFERRED RUN)

ALL CATEGORIES ARE GROUPED AT THE LAST INSTANT AND BREAK AWAY IMMEDIATELY

CONSIDERED IN AMPERE-FOOT CALCULATIONS



FIURE 4. GROUPIES OF CATEGOREIS THROUGH CONDUIT

COCUPLING AREA(APR-ET

(AMPRE-EET----------.*~ CATEGORY

1 IV

VI

1I, Ill, or IV
NOTES:
1. Metallic conduit may be used to achieve isolation effects when minimum

spacing cannot be obtained.
2. Do not use long runs of metallic conduit for Categories IV, V, and VI. (This

would cause closer coupling of the enclosed wires because of reflection
effects.)

3. Steel (high mu) conduit may be used for increased isolation for Categories 1,
11, and Ill.

FIGURE 5. GROUNDING TECHNIQUES FOE SPECIAL WINE

I1 CASE BOND (TO STRUCTURE) SEPARATE STUD FOR EACH CATEGORY
THIS IS NOT A WIR

RY POWER GROUND

POWER IN 115 VOLTS AC (TWISTED IF LENGTH
BLAC BOXIS APPRECIABLE)

COUPLING IN HERE___________
CAN BE A PROBLEM II28V GROUND

POWER IN-28VAC (DC)
EXTERNAL REQUIREMENTS
FOR SPECIAL WIRE ______SIGNAL GROUND
IS A FACTOR

___________________________SIGNAL IN-OUT'

IV SIGNAL IN-OUT (SHIELDED) 1

III e CONTROL IN-OUT

IF___SINGLE____ CHASSIS GROUND. USUALLY CATEGORY IV
PC0'NT GROUND (OOHRCASS

EQUIPMENT (CASE) GROUND 2

V _ SIGNAL IN-OUT (COAXIAL)

NOTES:
1. Shield ground point depends upon location ol mnating ground and whether

SHIELD-N or SHIELD-OUT techniques ate being used.
2. Uually witl take Category 1 esignalion.
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FIURE! S. IPENAL RIMING REQUIREMENTS FOR EQUIPMENT PIGTAILS

SIGNAL CATEGORY IV I I I I SHIELD TO SHIP'S
e WIRING IF REQUIRED

EQUIPMENT OTHE CR CUTI C T G R

WIRING IF REQUIRED

EQUIPMENT GOPV

SHIP'S WIRING TERM BOARD
PIGTAIL LENGJI
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COMPATIBILITY ANALYSIS SENSITIVITY

H. M. Sachs and T. N. Truske
IIT Research Institute

Electromagnetic Compatibility Analysis Center
Annapolis, Maryland

Abstract - The major requirements associated with an overall ir-erference
prediction analysis include (a) data, either measured or synthesized, de-
scribing the pertinent emission and susceptibility characteristics of those
equipments involved in a problem, and the environmental and oper tional con-
straints (locations, frequencies, duty cycles, etc.) associated with the sys-
tems under consideration; (b) basic mathematical models, capable of processing
signals through the receivers to be analyzed; and (c) supplementary models,
capable of representing or describing overall system degradation due to such
signals. These separate areas have been and are being investigated in con-
siderable detail, but relatively minor effort has been expended to integrate
the input data and prediction models so that the data requirements will be
compatible with the modelling techniques and evaluation criteria employed.

This paper, represents an initial step to close this gap. It will
discuss the relationships between system performance parameters, the process
of predicting performance, and the model input requirements to accomplish
such predictions; and will, in particular, lay the groundwork for answering
the question, "What changes in the spectrum signature requirements for in-
terference predictions should be made?"

The paper will deal primarily with signal emission characteristics,
and their relation to the requirements of search and t.acking radar interfer-
ence prediction models. Several prediction output criteria will be considered,
with emphasis on (a) mean probability of pulse detection, or false alarm rate,
(b) ppi scope degradation, and (c) increase in target acquisition time. The
sensitivity of the prediction of these criteria to certain of the model input
parameters will be analyzed, and evaluation will be made of input data re-
q.irements in terms of dynamic range of data, amplitude accuracy, frequency
accuracy, etc.

I. INTRODUCTION

This paper will discuss some of the factors of significance in de-
fining basic modelling capabilities and needs for electromagnetic interfer-
ence prediction, and in ultimately establishing the data base requirements for
interference analysis.

The ensuing discussion will deal primarily with radar emission
characteristics, and their relation to the requirements of interference pre-
diction models. Basic prediction output capabilities will be considered,
without detailed regard to the techniques employed in p:oviding model input
data. After a review of rcpresentative model outputs and the significance of
emission parameters (and to a lesser degree receiver and antenna parameters)



on these outputs, the model emission characteristics requirements will be enu-
merated. Such requirements become the criteria for input data parameter speci-
fication, whether the parameters are defined by direct measurements, or by
empirical or analytic rules.

II. INTERFERENCE PREDICTION OUTPUTS

Several radar model output representations have been considered by
ECAC, each based on a particular evaluation objective. Some of these are
currently available by way of computer processing; others must be computed
manually at this time, In either case, such outputs provide a framework for
initial establishment of model data input needs.

For search or cracking type radars, the following principal output
predictions apply:

a. False alarm

b, Plan-Position-Indicator 'ppi) scope degradation

c. Increase in tafgec acquisition time

d. Probability'of target acquisition

e. Range tracking accuracy

f. Angle tracking acc¢•acy

Items (a), (b) and (co abo'.e ieiatE to search systems, while items (a), (c), (d),
(e) and (f) relate to tracking ýyrtemz The primary output from which the above
outputs are generated is thr mzýn pxbibitLly of pulse detection, which is equiv-
alent to the false alarm iate cutp-.,t listed above. For the purposes of this re-
port, only items (a), (b) and 1c) hae been investigated.

III, MEAN PROBABILITY OF PULSE DETECTION

Represencative predictior, were made in accordance with the processing
rules of the Cencer's Search Radar Prediction Model, With respect to the model
requirements analysis, the following relationship was employed:

M = K ( Pd P d(SL)

M = mean probability of pulse detection

Pd = probability of pulse detection1

P = probability of pulse occurrence, based on long-time
O transmitter and receiver antenna gain distributions,

and abs'lute power levels at the receiver input
te-min.ils

K = normalizing factor, such that the most likely value of
antenna gain coincides with 50% probability of pulse
detection

SL parameter of integratton I relattvdi tn e-rrt t••- •..t..a

levelS~~~~-2 o06- . . . . . . . . . . . .. . .. . . . . . . . . .



A typical probability of detection curve was used. This curve is
shown in Figure 1.

Three classes of antenna coupling conditions were considered. One
involved fixed orientation source and victim antennas. The second case in-
volved one system antenna (source or victim) scanning in azimuth and the other
system antenna fixed, such that the probability of occurrence was described by
the statistical distribution of scanning antenna gain times the gain of the
fixed antenna along the path Joining the source and victim. The third case in-
volved both the source and victim antennas scanning in azimuth, such that the
probability of occurrence was described by the statistical distribution of the
antenna gain product°

Figure 2a shows the gain statistics of a typical radar antenna used
for this analysis, while Figure 2b illustrates the gain-product statistics
curve employed.

The three curves of Figure 3, generated from the antenna relation-
ships described above, give an indication of the mean pulse detection behavior
to those parameters affecting interference signal level. Such parameters-might
include transmitter fundamental, harmonic, or spurious output levels; absolute
antenna gains; propagation loss; receiver sensitivity, selectivity, or spurious
response levels; detection function curve shape, and others.

Table I summarizes the graph in terms of the influence of such power
level uncertainties on the prediction of mean probability of pulsed interfer-
ence using the curves of Figure 3. For example, for the case of two non-
scanning radars, a situation can exist where an uncertainty of 008 db in power
at the receiver input terminals can result in a 0.2 change in mean probability
of pulse detection. For this same case, a 4.4 db change in level could cause
a 0.8 change in M. Similar data involving antenna scanning conditions are
provided,

it snould be noted that, chese values of change in M are based upon
power changes about the curve 50% poirt. Figures 4 and 5* describe the error
in mean pulse detection (change in M) for various confidence levels'and values
of uniformly distributed input dar? err'ors.

'it is worthwhile to compare the numbers in Table I and the data of
Figures 4 and 5 with typical accuracies of some of the parameters that influ-
ence the relative signal le•el. Such accuracies are listed in Table Ii It
is recognized that an interference prediction process involves the acceptance
of a number of such uncertaintles; therefore, the prediction of mean probabil-
ity of pulse detection in many cases can only be described statistically,

d- lO?- d g -

The qftratoi¶of- fhesie- ýcu-rý's L& descrbed in Apendix

.207-



By referring to the curves of Figures 4 and 5, it can be seen that
a 5 db error coUld result in a change of M (4M) no greater than .25 60% of the
time or .60 90% of the time. The 5 db error could represent the cumulative
error due to signal amplitude, antenna gain, and propagation path loss
deviations.

IV. PPI SCOPE DEGRADATION

Predictions of ppi scope degradation are based upon rules established
to classify intefference on ppi displays in accordance with AFM 100-24, ADC
Supplement No. 2 . The basis for such predictions is the receiver interference
pulse output statistics, processed using the following relationship:

Pn= 2 0+S r PnN =104 7 n-~-+0

SS= + 20 N20
r

Pn r

where

N is related to scope interference class

n number of interfering pulses whose amplitudes range

from

Pk 2 Pk-l Pk+l + Pk
2 to 2

•-= power level of interfering pulses with respect to
r receiver threshold sensitivity, expressed in db.

N20= number of interfering pulses whose amplitudes exceed
the receiver threshold sensitivity by 20 db.

The factor N represents false alarm count weighted by the power level
of such pulses up to the level of receiver saturation. This number correlates
with class of ppi scope degradation as follows:

Class 1 N '3.7
Class 2 3.7 < N £ 8.6
Class 3 8.6 < N • 12.7
Class 4 12.7 < N • 22
Class 5 22 < N

These ranges of N have resulted in approximately 55% confidence in
correct ppi scope classification, and approximately 90% confidence that classi-
fication will be in error by no more than one scope class.

Figure 6 illus-trates the sensitivity of the value N, and the ppi
classification in terms of parameter uncertainty of the type described
previously. This analysis was conducted using the antenna gain product distri-

thesised by ECACfs MSS-1 prediction model. Only a single interfering source
was considered.
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It can be concluded from Figure 6 that the prediction of ppi display
interference class is significantly less sensitive to those parameters that
establish the abscissa of this curve than the prediction of mean probability
of interference. For example, the range of assignment of interference as
Class 2 is 15 db for the situation considered, the Class 3 range is 18 db, and
the Class 4 range is 10 db.

V. INCREASE IN TARGET ACQUISITION TIME

An analysis of the effect of interference on increased target ac-
quisition time for tracking systems during automatic range lock-up was per-
formed. The relationship used for this analysis (assuming a single interfering
radar) was

t t 0( I + M•o)

where

t = total range gate scan time

to = time for one complete range search under "no-
interference" conditions

M average number of detected interference pulses per
second = (prf) Pdm

T = dwell time

= ratio of range gate width to 1/prf

If t = nt, then

n-i

Pdm = (prd) C T

By specifying the antenna scanning relationships to be considered
during the target acquisition phase (whether or not the interference source
can be considered scanning), use can be made of Figure 3 in converting the
calculated values of p. to relative signal levels. The resultant plot ofdm
increase in acquisition time versus relative signal level (Figure 7) provides
an indication of the sensitivity of the prediction process to these levels.

Figure 7 illustrates three examples of increase in acquisition time
sensitivity. Two cases assume non-scanning antenna coupling effects, while one
case considers the interference source antenna scanning. It can be seen that
the non-scanning systems acquisition time is very sensitive to input signal
level. Acquisition time increase for the one system scanning case shows a
lesser increase rate, compared with the curves for non-scanning systems. For
the curve shown, the function sensitivity to power errors increases with
increasing relative signal strength.

VI. INTERPRETATION OF ANALYSIS

The previous partial analysis of ECAC model sensitivities enables
certain basico They incude- ifITIVgr



Model sensitivity to relutive signal level is variable, dependent not
only on those factors that affect the s.Jnal level relationship, but on t'a cri-
teria employed for system evaluation, and the model procebsing techniques.

In terms of mean probability of pulse detection, the sensitivity of
the model is such that the parameter range to go from low to high values of
that variable in many cases is exceeded by measurement uncertainties. The pre-
diction sensitivity decreases when scanning antenna systems are considered.

The signal level variations which will give a specified ppi scope
interference class with a confidence of approximately 55% range from 10 to 18 db
for the example analyzed.

Increase in target acquisition time curves for non-scanning systems
changes rapidly with a small (3 db) change in relative signal strength. The
curve for one system scanning exhibits less sensitivity.

The qualitative implication of these analyses is that some sacrifice
in input data amplitude accuracy can be accepted without a significant increase
in uncertainty in prediction accuracy beyond that uncertainty which would exist
based on "state of art" definitions of input parameters.

VII. MODEL INPUT SPECIFICATIONS

With the above conclusions in mind, model input accuracies relative
to transmitter emissions will be considered in terms of data dynamic range and
amplitude and frequency accuracies. These and other data terms are defined on
Figure 8.

Dynamic Range - In order to stipulate minimum required emitter emlssion levels
of interest, consider a typical example. Assume a 400 mc receiver with a
-120 dbm sensitivity and at a distance of one mile from the emitter. The fre-
quency of this receiver was chosen to minimize the propagation loss, while the
sensitivity and separation figures were selected as limiting values bracketing
the majority of problems the Center would be called upon to analyze. Then,

P =S G - G - L
t r t r

where

Pt transmitter power output

Sr = receiver sensitivity = -120 dbm

G = mean transmitter antenna gain = -10 dbt

Gr = mean receiver antenna gain = -10 db

L = free space propagation loss =90 db

P = -120 + 10 + 10 + 0 = -10 dbm

To consider all interference cases of significance, a value of 0.1
mean probability of pulse detection was selected. Interference above this
level would 4--be, " cons Le modsl O were added to



Pt (see Figure 3, two scanning antennas case). Thus, the significant emission
lower limit for the example selected is -25 dbm.

For this frequency range, wideband instrumentation sensitivity
specified in MIL-STD-449A (paragraph 5.2.3.5.2) is -80 dbm/m3. The power level
threshold capability of the standard corresponds to

Pt Pd "GM + 10 log (4 Y r2 )

where

Pd power density threshold = -80 dbm/ma

GM = transmitter antenna gain = 27 db

r = measurement distance = 1600 meters (1 mile)

Pt -80 -27 + 10 log (32 x 10i) = -32 dbm

On the basis of this simple example, it can be seen that the ampli-
tude threshold requirement of the model coincides closely with that correspond-
ing to the capability currently stipulated in MIL-STD-449A.

Amplitude Accuracy - An implied result of the model output analysis previously
discussed is that accuracy of the power level parameter is not severe, taking
into account basic measurement uncertainties. Another example may also show
this, as well as give an indication of the degree of acceptable uncertainty in
this parameter.

Assume the basic model inputs have the following standard deviations
relative to an assumed normal distribution of input data:

Tiansmitter Antenna Gain 2 db
Receiver Antenna Gain 2 db
Propagation Path Loss 3 db
Frequency Accuracy Effects on Amplitudes 2 db

and model processing techniques have the following standard deviations, again
assuming normal distribution of the variable:

Integration Routine 2 db
Pulse Distortion Routine 1 db
Detection Function 2 db
Other Effects 1 db

The total standard deviation of the prediction can be determined
based on the values given above and using assumed values for the input signal
deviations. These overall deviations are tabulated below:

Standard Deviation Standard Deviation Increase in
of Input Signal of Prediction Standard Deviation

of Prediction

0 db 5.6 db -
2 db 5.9 db 0.3 db
4 db 6.9 db 1.3 db
6 db 8 .2 db 2.6 db
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On the basis of the assumptions made, a 2 db standard deviation in
the emission power or power density level would be reflected as an increase of
only 0.3 db or about 5% in the standard deviation of the model prediction. It
seems practical to accept input data uncertainty of this magnitude under cir-
cumstances which present difficulty in providing finer data. Therefore, a
reasonable amplitude accuracy requirement at this time might be considered as
+ 6 db (corresponding to the value of 2 db standard deviation) with somewhat
better accuracy (perhaps + 3 db) in the region around the emitter fundamental
frequency.

Figures 9a and 9b show some of the data used to specify integration
and data representation error. The data were obtained using one of the ECAC
prediction models and random balance testing techniques 3 which considered the
combined effects of antenna, transmitter, receiver and frequency separation
data variations. The data again show that the number of points used to rep-
resent the emission spectrum or the number of spurious receiver responses does
not critically affect model power output if other parameter data variations are
also present.

An additional factor effecting the data accuracy requirements con-
cerns the sensitivity of prediction model computed average power to variation
in the emission spectrum input data. Frequently the bandwidth of a typical
victim radar equipment is sufficiently wide so that a number of emission
spectrum data points are contained in the main response region of the receiver.
This condition reduces the effects of emission input data errors since the
individual, random variations in the input data due to spectrum measurement
or representation errors tend to average out. To show the significance of
this effect, idealized emission spectrum data were degraded by introducing data
point errors which were normally distributed with standard deviations of 5, 10
and 15 db (mean error of zero). The errors in integrated receiver power output
for a receiver whose bandwidth is five times the data point frequency separa-
tion are shown in Table III.

The bandwidth averaging in the case treated reduces the magnitude of
input data errors by about 40%. The example indicates that a larger tolerance
on amplitude errors in emission data gathered for use in predicting the average
power out of wideband receivers may be acceptable.

Frequency Accuracy - An indication of frequency accuracy can be obtained by
observation of the prediction model output in performing the integration of the
interfering transmitter spectrum times the receiver response, or

T = k pt~ J H(f) dfINR----tM d

where

INRI = average output interference to noise ratio

pt(f) = transmitter power density spectrum

IH(f)j2 = receiver power-gain response

N= average output noise power

It= norMaltzirg- fac tar



As Af, the difference between the transmitter tuned frequency and re-
ceiver tuned frequency is varied, the above integrations will essentially de-
scribe the receiver pulse selectivity characteristic. The frequency accuracy of
input data is dictated by the maximum slope of this characteristic.

An inspection of representative L-band computer-generated receiver
pulse selectivity curves (see Figures 10 to 12) indicated at least one data-set
which had a maximum skirt falloff of 14 db for a value of Af of 1.0 mc.
Assuming a linear-in-db relationship, a 2 db amplitude accuracy would require a
frequency accuracy of 140 kc, or 1.5 parts in 104 .

This degree of accuracy, from a measurement standpoint, precludes
the use of a wavemeter, but is well within the capabilities of other frequency-
measuring techniques.

VIII. CONCLUSIONS

Table IV summarizes the prediction model requirements generated thus
far, these requirements applying to emitter power and power density inputs.
They have been developed on the basis of limited model analysis, and have not
been related to the wide variety and quantity of problems to be processed at
ECAC. Nevertheless, it is believed they provide a reasonable insight into the
input needs for attacking radar compatibility analyses.
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APPENDIX I

MODEL ERROR ACCURACY RELATIONS

To describe the parameter sensitivity of any model, it is necessary
to specify measures determining appropriate model accuracy error relationships.
One such measure is shown in Figure 1-1. Thus, for a given model, a given
error, el, would induce an error effect, ee 1 , which woyld not be excgeded with
confidence, c 2 , or some corresponding error effect, eel, will not be exceeded
with confidence, c 3 . The ECAC SR prediction model being used for current param-
eter sensitivity analyses suggests certain error and error effects measures
which are most appropriate to describe parameter sensitivity error effects re-
lationship. For example, in Figure 1-2, data outputs from the model have been
plotted to yield a curve of total pulses received over one scan time of a victim
radar, N, as a function of victim interference or range separation, R. The
curve labered 9 -0 represents that obtained if no errs in t e input data or

-4j3 -.. .. .. .



model representation of the SR were present. The curve labeled 4 = +41 is that
obtained if & positive constant error equal to e' were present in the model,
either due to inaccuracies in data input or data representation. The curve
labeled e = -6' represents that obtained if a constant negative error were
present in the model input data or data representation. The curves defined by
C = + C' define a region containing all possible values of N as a function of
R which might be obtained for errors ranging between + 61. As shown on
Figure 1-2 at a given range, Rl, values of N might be obtained ranging from N"
to N due to the tnput errors of + c'. The range of error in N at various
equipment range separations as a Function of C is the item of interest here.

To represent the information in Figure 1-2 more generally, certain
data on the curve are modified as shown on Figure 1-3. On Figure 1-3, an av-
erage per scan pulse detectability factor is defined where this factor, M, is
equal to the number of pulses detected, N, divided by the total number of pulses
possible in a given interference situation, Nt. The total number of pulses,
Nt, is defined as the pulse repetition frequency of the interference radar times
the scan time of the victim radar times the ratio of the victim radar displayed
range to its maximum interpulse range. Defined in this way, the curve ordinate
can be used to develop a more general error effects measure, AM. At a given
range, Re, and for some specified range of error values, As', the maximum range
of the average detectability factor, AM, can be determined.

In Figure 1-4 a curve of AM as a function of range and Ac' is shown.
Similar curves could be constructed for other values of As (Ac'6 A"'", etc.).
Using the data of Figure 1-4 and assuming certain distributions of equipment
range separation, curves such as that shown on Figure 1-5 can be obtained.
Figure 1-5 shows the cumulative probability of AM as a function of As and AM.
This curve is obtained by examining the distribution of AM for a given As over
the range, R, where AM is non-zero. This, in one sense, represents a worse case
representation of error effects since in many situations, equipments will be at
ranges where AM would be zero. In these cases, the cumulative distributions of
AM would be skewed toward zero. Using the data of Figure 1-5, thp error effects-
error relationship originally desired can be defined as shown in Figure 1-6.
The functions of Figure 1-6 are obtained by taking the locus of points in AM with
varying Ac for a given level of cumulative probability and plotting these to show
AM as a function of Ac for a constant level of cumulative probability on AM.
Thus the curve given in Figure 1-6 shows for a given maximum error variation,
say Ac, that a specific error effect, AM1,will not be exceeded with confidence
level cl. Figure 1-7* shows several curves of AM as a function of At for vari-
ous confidence levels obtained for different equipment situations. Figure I-7a
is obtained for a situation where the interference source is not rotating and
the victim equipment is scanning. Figure I-7b is obtained for a situation where
both antennas are scanning. Several qualifications are appropriate at this
point. i) The effects on the error relationship of scanning compared to non-
scanning transmitting antenna systems is generally to reduce the AM for a given
As and c. This is due to the larger signal distribution variance obtained when
both antennas are scanning. Thus additional distribution changes due to Ac
error are relatively less significant than in the case where the transmitter
antenna is not rotating. ii) The assumptions regarding equipment range distri-
butions are not rigid, e.g., the curves shown were obtained assuming a uniform
distribution of equipments over the range where AM was non-zero. Other distri-
butions could be applied; for example, equipment likelihood presence decreasing
with decreasing equipment range separation.

Figures referred to (i.e. I-7a and 1-7b) are given with text as Figures 4 and 5.
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Table I - The Effect of Uncertainty in Power Level on Mean Probability
of Pulse Detection

Maximum Rate of db Change for 0.2 db Change for 0.8
Change of Mean Change of Mean Change of Mean
Probability of Probability of Probability of
Pulse Detection Pulse Detection Pulse Detection

2 Non-Scanning Systems .2/db 0.8 db 4.4 db
1 Scanning, 1 Non-Scanning .08/db 3.0 db 15.5 db
2 Scanning Systems .05/db 4.0 db 23 db

Table II - Typical Parameter Measurement Accuracies

Signal Amplitude Measurement

Wide-Band ............. 2 db
Narrow-Band ........... 3 db

Antenna Gain Measurement ....... .. 2 db

Propagation Standard Deviations
Tropo-Scatter Region . . 2.5 db
Intermediate Region . . . 9 db

Table III - Emission Spectrum Error Reduction Due to Receiver
Bandwidth Averaging (Bandwidth 5 times Data Point Frequency)

Mean Absolute Error
Input Data c Without Bandwidth With Bandwidth Integration

Averaging Averaging Error Reduction

5.0 db 4.0 2.6 35%
10.0 db 8.0 3.6 55%
15.0 db 12.0 7.4 38%

Table IV - Interference Prediction Model Requirements Relative to

Emission Characteristic Inputs

Amplitude Dynamic Range All values > -2ý dbm

Amplitude Accuracy + 3 db or better near emitter

fundamental, + 6 db or better

elsewhere

P'ertnrcMy kA-uracy 1.5 pirts in l0e or better
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THE ANALYSIS AND SYNTHESIS OF RADAR EMISSION

SPECTRUMS BY DIGITAL COMPUTER METHODS

Robert B. Marcus

I-RB-Singer, Inc.

Abstract. - The Electromagnetic Compatibility Branch of the U. S. Army
Electronics Research and Development Laboratory, Fort Monmouth, New Jersey,
is studying the radio frequency interference problem in the future field army.
The subject matter presented in this paper was developed while the author was
a resident contract engineer at E. C. Branch at Fort Monmouth.

The E. C. F ranch is employing a large scale computer study to simulate the
battlefield R. F. environment in the future field army. In the absence of
measured equipment characteristics, especially for equipment not yet built, it
became necessary to synthesize the emission spectra. A knowledge of the char-
acteristics of previously measured spectrums and the physical laws governing
the characteristics are used as a guide in the synthesis procedure.

A model based on the lobe structure of the radar rather than the line structure
was generated in the computer. A-rather slow computer, the Burrows 220, was
available and the lobe structure greatly reduced the computation time compared
to that of the line structure. If a victim receiver's bandwidth is less than that of
a single lobe, a modified line structure can be used. The paper elaborates further
on this point.

Spectrums based on rectangular and trapezoidal pulses with various rise times
were generated. These were compared with measured emission spectra of exist-
ing radars. It was found that the synthesized spectrum based on a trapezoidal
pulse was a better fit than that based on a rectangular pulse.

In comparing the synthesized spectrums with existing measured spectrums an
analysis of existing spectrums was made. However, as is usually the case some
aspects of the measured spectrums are not fully explained and need further inves-
tigation.

I. INTRODUCTION

The Electromagnetic Compatibility Branch of the U. S. Army Electronics
Research and Development Laboratory, Fort Monmouth, New Jersey, is study-
ing the interference problem in the future field army. A large scale computer
study will be used to simulate the battlefield environment. In the absence of meas-
ured equipment characteristics especially for equipment not yet built, the char-
acteristics will be synthesized. A knowledge of the characteristics of previously
measurkcd equipment and a knowledge of the physical laws governing the character-
istics are used as a guide in the synthesis procedure.

The problem of modelling radar emission spectrum characteristics arose.
To date several radar emission spect-ums have been measured under the DOD
electromagnetic compatibility program. Two of these spectrum signatures were
used as a guide in the synthesis procedure. The two measured spectrums were
compared with two synthesized spectrums and were thereby analyzed. The proce-
dure can be used to analyze existing spectrum signatures and to synthesize or
model nonexisting ones.
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A little background material on pulsed signals will be considered.
'Although the principles are quite simple they will help form a clear picture of
the problem.

Let us consider the envelope of a carrier modulated with a rectangular
pulse as shown in Figure 1.

The amplitude of the envelope will be normalized to one for convenience.
The pulse width is r and fr is the pulse repetition frequency.

From the Fourier analysis the spectrum components of the envelope are
defined as follows:

sin n T f T
r

Cn - (I)
n IT

when Cn is the amplitude of the nth sideband pair.

The carrier is defined when n = o. By using L' Hospital's rule C
can be defined when n equals zero.

d (sin n r f r r)/dn

(o) d (n•n)/dn

r f T cos n Tr f T

c(o) r r

C () = fr T

The arnplitude of the carrier is f T which incidentally is the duty cycle.
The amplitude of the sidebands are defined by setting n equal to the sideband
number. it can be seen that when n fr r equals an integer the sine function goes

1 1
to zero. "f ---- is an integer the function periodically goes to zero. If - does

r r
not equal an integer the function will go through minima periodically. There will
be a pair of sidebands corresponding to each n number located on each side of
the carrier. The line structure is the familiar sin X/X structure as shown in
Figure 2.

1
if is an integer, the amplitude of the spectrum lines goes to zero at

r 1 Thliearseaaebyar-
frequencies equal to integral multiples of - The lines are separated by a fre-

quency equal to the pulse repetition frequency. Hence from the carrier to the
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first zero there or -L intervals spaced by a frequency separation of f . Since
f rT 1 rr 1

the spectrum line occurring at the last interval is zero there are - lines in-
1 r

cluding the carrier from the carrier to the first null. If f is not an integer
r

there will not be an integral number of lines in the interval from the carrier to the

carrier plus and minus a frequency of I .T

The envelope of the spectrum is a lobe structure. The first lobe is symmet-

trical about the carrier and extends to a frequency of I above and below theT

carrier. The width of the succeeding lobes are half that of the first lobe and have

a width of -
T

A simple example will illustrate how the number of lines in each lobe is
determined and what the frequency of the nulls is relative to the carrier. For
examplc:

Amplitude = 1

fr = 100 cps

T = 0. 001 sec

1
S= 1000 cps

T

1
1 = 10f T

r

The first null occurs at 1000 cps above and below the carrier. Every
successive null will be separated an additional 1000 cps from the carrier. There
a're ten intervals between the carrier and the first null and between successive
nulls. Excluding the carrier every tenth line will have zero amplitude. If the pulse
envelope has an amplitude of one, the carrier will have an amplitude of f rT or 0.1.

To determine the amplitude of each spectral line in the above example the equation
for the spectral line amplitude can be used thusly:

Carrier C (0) f T = 100 X 0.001 = 0. r

sin (fr x 0. 1) 0. 309
777= - 7 0.0983

-3.14
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sin (27 x 0. 1) 0.588
C - = 0.0935

(2) 2 2T 6.29

sin (3 w x 0. 1) 0.809
C = = 0. 0859

(3) 3T 9.42

sin (4wr x 0.1) 0.951
C = 0. 0757

(4) 4Tr 12. 57

sin (5 ir x 0. 1) 1. 00
c(5) = - = 0. 0636

(5 Tir 15. 71

sin (6wi x 0. 1) 0.951
c( 6) = - = 0. 0505c•6j6 r 18. 85

sin (7wr x 0. 1) 0.809
C = 0. 0368

(7) 7wr 21.99

sin (8 rr x 0. 1) 0.588
c98) = 8w -- = 0.0234

8,rr 25,13

sin (9Tr x 0. 1) 0.309
= - =0. 0123

c -' 9 7 2a& 27 - - --.....

sin (lOr x 0. 1)

(0 10 Tr1
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These spectral lines occur on both sides of the carrier spaced at
intervals of 100 cps. It might be noted that C( 11 ) will be negative because the

sine function will be between ir and 2 Tr radians. Rather than showing a negative
spectral line, which indicates phase reversal, most diagrams just consider the
amplitude of the line.

The amplitude of the spectral lines corresponds to their voltage. In order
to determine the power in each line the unit voltage pulse will be considered to be
a unit power pulse also. The power in each spectral line will therefore be the
square of its voltage; the equation for the power in each spectral line is therefore:

( sinnTr fr (

n Tr

The power is average power as the spectral lines are continuous in time.
However, if a receiver has a bandwidth greater than one spectral line it will re-
ceive a pulse made up from the combination of the lines it receives. The pulse
will have a peak value associated with it which will be equal to the average power
in the lines divided by the duty cycle. The shape of the pulse will depend upon the
number of lines and their location in the spectrum. In order to find the fractional
power in each line it will be necessary to divide the average power in each line by
the duty cycle because the normalized power is peak power.

To find the fractional power in the first lobe of the previous example the
fractional power in each line in the first lobe will have to be added together. The
lobe, in this example, consists of the carrier and twenty lines on each side. How-
ever, two of these lines, C( 1 0 ), have zero amplitude. The normalized average

power in each line is equal to the amplitude squared. The fractional normalized
power in each line is the normalized average power in each line divided by the
total normalized average power. The total normalized average power is equal to
the duty cycle f T.

r

The fractional normalized power in each line in the example is as follows

1

P( 0 ) (f T)? x- = f r 0.1
f T

r

sin nr x 0. 1 2z 1 !
P (0. 0983)z x - 0. 0966

P,,Tr f T 0.1I
r
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Ssin 2w x 0. 1 z I I
P(2 ) = x- - (0.0935)z x- 0.0874

Z f T 0.1

Isin3 w x 0.1 )2 1 1

p( 3 ) = x - = (0.859)z x - 0.0738P(3)3 f" f 0 . 1

r

sin 4 w x 0. 1 2 1 1
p x - = (0. 0757)2 x - = 0.057.3

(S 4 1T f T 0.1

r

sin 5 wx 0.1 ) 1 1
P 5 x - = (0.0636)z x - = 0.0404

P(6 si= r x 0 x 1- = 0. 0505)z x 1 0. 0255
(6 f T 0.1

r

sin 7r x 0. 1 1 1
= x - = (0.0368)z x - 0.0135

(7) 7 Tr f T 0.1

sin 81 x 0. 2 I
px = (0.034)z x - = 0.00548

8 =r 8f -r 0.1
r

sin 91T x 0. 1 2 1 1
Sx - = (0. 0123)2 x - 0. 00151

P(9) 9i f T 0.1

r

SsinlO r x 0. 1( 1- 0I fT 0.

sinllo)0. = x- =0o
(10) low
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The fractional power in the first lobe is the sum of the fractional power
in the carrier plus that in the ten sideband pairs of the following sum:

" Tl 0. 1 + 2 (0.0966) 4 2 (0.0874) + 2 (0.0738) + 2 (0.0573)

+ 2 (0. 0404) + 2 (0. 0255) + z (0. 0135) 1 2 (0. 00548)
+ 2 (0. 00151)

"P - 0.903

The first lobe contains 0.903 or 90. 3% of the power. That is the average
power in the first lobe is 90. 3% of the total average power or if the pulse made up
of all the lines in the first lobe is considered, it will have a peak power of 90. 3%
of the total peak power.

The above example shows the nature of the calculations necessary to de-
termine the power in part of a spectrum generated by a carrier modulated by a
rectangular wave.

In order to determine how much power, either peak or average, a receiver
will be subject to from a radar it will be necessary to calculate the spectral power
to which the receiver will be subjected. Propagation and antenna gain also enter
the picture but will not be covered here as they encompass complete fields of study
by themselves. The bandwidth and center frequency of the receiver must be known.
One would then have to determine the order of n in equation (2) for all the lines
that fall in the receiver bandwidth. The total fractional power would be obtained
by adding the fractional power in all the lines within the receiver bandpass. The
peak power in the receiver could then be determined and receiver degradation
would be determined from measured or synthesized interference parameters of
the receiver.

If a typical high power search radar is considered we can get an idea of
what is involved. A typical search radar (the AN/FPS-8) has the following char-
acteristics:

Peak power = 2 megawatts

PRR = 360 pps

Pulse width = 3 microseconds

1

If the pulse width is taken as 3. 003 microseconds, will be an integer.
r

The difference in results in taking the pulse width as 3. 003 instead of 3. 000 micro-
seconds is insignificant.

With these parameters we get:
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1 1

- = = 925
f T 360 x 3. 003 x 10'
r

1 1

S- =333x10 3 = 333kc
-6

T 3. 003 x 10

The first lobe has 2 x 925 spectral lines plus the carrier. Two of these
lines have zero amplitude. Each succeeding lobe contains 924 lines plus two nulls.
Not counting the first lobe there are 3 lobes per megacycle of spectrum. The
radar in question is very high powered and has significant output out to 3075 Mc
above its center frequency and 325 Mc below its center frequency. A computer
program was written which would generate the fractional power line by line in
each lobe and print out the fractional power in each lobe. However, with 2 x 925
lines in the first lobe and 925 lines in each succeeding lobe and a total of 9225 lobes
in a 3075 Mc wide spectrum the total number of lines calculated would be 8, 533,125.
The computer available at the time was the Burrows 220 whose operations took in
the order of a few milliseconds. If it took about 100 logical operations to generate
a line, the computation time to generate the radar's spectrum would be in the order
of several days. If a faster computer would be used, the time would still be long
if the generated spectrum were used in a more encompassing computer study of
Battlefield radio frequency interference.

Further consideration was made to see if the problem could be simplified
and if a universal normalized spectrum could be synthesized that would be more
conservative of computer time and which with some modification would apply to
more than one radar.

It has been determined that the number of lines in half the first lobe and all
1

the succeeding lobes is determined by f ; fr and T can vary, it is their product
rthat determines the number of lies. The frequency of the nulls is determined by

1 1
The percentage power in a lobe is not determined by - . It seemed as if the

percentage of fractional power in a lobe does not vary significantly with the number
of lines in the lobe. To prove this contention a program was written for the
Burrows 220. The program is shown in Figure 3.

I I
Starting with - 2 and continuing until f T - 99 the fractional

r r
power in the first nine lobes was calculated. The computer language is ALGOL 58.

The print out lists the value of -L in the left hand column followed by the frac-
fTr

tional power in the first nine lobes. The fractional values are in floating point 50
form. That is the first two digits ire the characteristics followedbythe value. Thepro-
gram including compiling took 35 minutes.
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1

For f 2, the power in the first lobe is 0.9052847 times the total
r

power and .for f 99 the power in the first lobe is 0.9028225 times the
fTr 1

total power. After f - 4 the change is very small. The difference in the
r

succeeding lobes is even smaller as T-T is changed. The power in the first lobe
1 r

for 925 was calculated using another program: it is 0. 9028153 which
r 1

differs by 0. u07 db from a first lobe based on f T - 4. Therefore, if the frac-
r

tional or percentage power in each lobe is calculated based on frT = 0. 25 or
1

T---T = 4 the values obtained are very close to those based on any number of lines
r

per lobe.

At this point it will be pointed out that while the percentage power in a
given lobe is practically constant as f and T vary, the power density in a lobe

r
varies inversely with i because the frequency coverage of a lobe varies inversely
with T. Thus, if T = 1 p. s the first lobe is 2 Mc wide and all succeeding lobes
are 1 Mc wide.

The ALGOL 58 program shown in Figure 4 was written which generates the
1

fractional power in each lobe based on - = 4.
r

There is no limit to the number of lobes which can be generated. The pro-
gram shown in Figure 4 stopped at 5000 lobes but it can be used for any number of
lobes. The third instruction from the last (IF M GTR 5000 $ GO TO LZ$) put the
upper limit at 5000. The instructior. can be changed to any number desired, If
the number exceeds four integers the format will have to be changed to accommodate

the extra integers. When f 1- = 4 there are four intervals in each lobe. The
r

fractional power in the carrier is fr T or 0. 25. The next three lines are based on

the squares of the sines of 450, g00 and 1350. In each succeeding lobe the sine
function are the identical numbers. The sine square of 450, 900 and 1350 are 0. 5,
1. 0 and 0. 5 respectively. These numbers were used directly in the program with-
out generating the sine functions.

The program generates the fractional power in 5000 lobes or any desired
number of lobes. These figures can be applied to any spectrum generated by an
RF carrier being modulated with a rectangular pulse. The frequency limits of
the lobes are determined by the emitter center frequency and T.

The spectrum as generated by the preceding program can be used as a
basis of synthesizing a radar spectrum for the study of battlefield radio frequency
interference or interference in other situations. The entire spectrum. would not
haxe to be g&4"ratad but only that portion whichaLdLU&i th• vi£tJAiuz& m.b ...
width.9



The measured spectrum of two radars, the AN/FPS-8 ind the AN/FPS-6,
were compared with the synthesized spectrum based on a rectangular modulating
pulse. The spectrums were measured using a receiver with a 5 Mc bandwidth.
The spectrums are plotted in power density spectral level versus frequency.

The power density was obtained by measuring the field strength in volts per
meter, squaring the result and dividing by the impedance of free space (120w ). The
power density in watts per square meter was thus obtained. The power density in
watts per square meter was converted to dbm/m 2 . Since most pulsed signals are
related to broadband type signals a spectral level of radar signals is usually de-
sired. The power density was divided by the receiver bandwidth of 5 Mc and then
converted to dbm/mz/Mc. If the power density is desired, 7 db is added to the
levels in Figures 6 and 7.

Figure 6 shows the measured spectrum of the AN/FPS-8 compared with a
synthesized spectrum based on rectangular and trapezoidal pulses. The program
shown in Figure 5 compares the power in a receiver with 5 Mc bandwidth tuned to
the radar center frequency to the power in the same receiver as it is tuned in suc-
cessive 5 Mc increments from the center frequency.

The AN/FPS-8 has a pulse width of 3 microseconds making T equal to

1/3 Mc. The first lobe is 2/3 Mc wide and each successive lobe is 1/3 Mc wide.
If a 5 Mc bandwidth receiver were centered on the radar center frequency, it would
receive the first lobe and the next six and one half lobes on both sides. Since the
computer program is set up for an integral number of lobes, the half lobe on both
sides was omitted. The percent power is affected very little because the eighth
lobe contains 0. 09 per cent of the power and the first lobe 90. 3 per cent of the
power. The power in a 5 Mc bandwidth from the 7th through the 21st lobe was then
calculated and the number of db down from the power in the receiver centered on
the first lobe calculated.

The next interval is centered an additional 5 Mc away and so on. The print
out was used to plot the points on Figure 6 which show the synthesized rectangular
pulse spectrum. The spectrum based on a trapezoidal pulse is also shown on
Figure 6. On the low frequency side of the fundamental frequency the measured
spectrum drops into the noise rather quickly. The cause of the drop-off is the
attenuation in the waveguide below its cut-off frequency.

The AN/FPS-6 has a pulse length of 2 microseconds which results in T =

0. 5 Mc. The first lobe is I Mc wide and each successive lobe 1/2 Mc wide. There
are 10 lobes in a 5 Mc receiver bandwidth except when the receiver is centered on
the first lobe, in which case it receives the first lobe plus four side lobes on both
sides. The computer program summed up ten lobes in each increment and com-
pared the power to that of the first lobe plus the two groups of four side lobes.
Figure 7 shows the AN/FPS-6 measured spectrum compared to that based on rec-
tangular and trapezoidal pulses.

Both the AN/FPS-8 and AN/FPS-6 show the drop off on the low side of the
fundamental caused by the waveguide cut-off. For the AN/FPS-8 the measured
spectrum agrees reasonably close to the theoretical rectangular pulse spectrum
near the center frequency. From about i. 44 to 1. 88 Gc the measured spectrum
uh putne

aetag44.. nWI0



about 2. 5 Gc the spectrum is about an average of 12 db below the theoretical
rectangular spectrum which is not bad when little is known about the effect of
antenna gain at these frequencies. In the region of the second harmonic from
about 2. 51 to 3. 12 Gc the measured spectrum drops into the noise while the
theoretical rectangular pulse spectrum is from 30 to 23 db above the noise. From
3. 05 Gc to 4.1 Gc the measured spectrum again appears and is from 7 db above
to about 20 db below the theoretical rectangular pulse spectrum. However, some
points are very close to the theoretical spectrum. Past 4. 10 Gc except for a
prominence at 4. 3 to 4. 4 Gc the measured spectrum drops below the noise except
for the harmonics.

The measured spectrum of the AN/FPS-6 is fairly close to that of the
theoretical rectangular pulse spectrum out to 3. 45 Gc at which place it begins
dropping below it and it stays about an average of 10 to 20 below the theoretical
rectangular pulse spectrum out to 5. 33 Gc where it disappears except for peaks
occasionally poking up out of the noise.

The range of measurements covered up to the 7th harmonic of the
AN/FPS-8 and 3rd harmonic of the AN/FPS-6. The 3rd and 6th harmonics of the
AN/FPS-8 did not show up. In order to synthesize a spectrum some provision
for the harmonics should be made. The harmonics show up as peaks because the
side energy was well below the noise level of the measuring receiver. A fair
estimate of harmonic levels would be 60 db down for the 2nd and 3rd harmonics
and 90 db down for the 4th, 5th, 6th and 7th.

The actual radar pulse envelopes have rise and fall times associated
with them. An exponential rise and fall pulse leads to a very complicated Fourier
analysis and would take up a large amount of computer time to calculate. It was
decided to see if a trapezoidal pulse, whose spectrum would be closer to an
actual spectrum would be a better fit to the measured spectrum.

The Fourier terms for the power in each line for a carrier modulated
with a trapezoidal pulse is as follows:

1 2
B n Ic [os n1T f rTcos n rrfrT (1+ 2a)}

Bn a nZ rz f -r

r

The power in the carrier is:

B 0 f Tr (1 + a)2O r

where fr is the pulse repetition frequency and T the pulse length and a is the

fraction of the pulse width comprising the rise and fall time. Figure 8 illus-
trates the trapezoidal pulse. n is the line number starting with zero for the
carrier.

These formulas give the average power in each line based on a normalized
peak power of one. The normalized fractional power is obtained by dividing these

afeifby Ttte duty cyeft oft I-ri +*4
r
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The fractional powers are obtained from the following formulas:
I 1

B = [cos nwfrT - coo nitf T + 2a)]Sn f r (I + a) 2 a n2 irz f -r r

, (frT (1 + a)] 3

0 = = f r (l + a)
o frT (1 + a) r

It was determined in the same manner as that for the rectangular pulse
that the power in each lob- for a trapezoidally modulated wave was almost con-

1
stant with the number of lines per lobe. The change after - = 4 was very1 fr"

small. Again 7-T was chosen to be 4.
r

Unfortunately, a photograph of the pulse envelope of the two radars was
not taken. The question as to how long the rise time should be had to be resolved.
In the formula "a" is the fraction of the flat portion of the pulse constituting the
rise and fall time. Various values were tried when "a" is large the trapezoidal
spectrum falls below that of a rectangular pulse spectrum rather rapidly as the
frequency departs from the carrier as "a" decreases, the spectrum approaches
that of a rectangular pulse spectrum. It was found that after "a" reacies 0. 001,
a further decrease results in a small change in the level of the spectrum. There-
fore, an "a" of 0. 001 was chosen.

Programs were written to generate the spectrum based on the trapezoidally
modulated carrier with an "a" of 0. 001 for a receiver bandwidth of 5 Mc and for 3
lobes and 5 lobes per Mc. The spectrums for the rectangular and trapezoidal
pulses coincide close to the center frequency. It is interesting to note that the
spectrum based on the trapezoidal pulse falls and rises and falls several times be-
fore going below the bottom of the scale. The spectrum of the AN/FPS-6 follows
the trapetoidal pulse spectrum closer than it follows the rectangular pulse spec-
trum. The AN/FPS-6 follows the trapezoidal pulse spectrum more closely to about
3 Gc but from 3 to 4. 12 Gc it follows the rectangular pulse spectrum more closely.
Above 4.12 Gc the trapezoidal spectrum is below the bottom of the scale and the
measured spectrum is below the noise level except for the 4th, 5th and 7th harmonic
and few peaks protruding above the noise level. It seems as if the trapezoidal
pulse spectrum is a better fit above 4. 12 Gc. The reasons for those differences
are unknown and it would be interesting to compare more spectrum signatures with
theoreticil spectrums.

II. CONCLUSIONS - ,

For modeling purposes a synthesized spectrum can be used as a first
approximation to a radar spectrum. However, the differences between measured
and theoretical values will have to be resolved by comparing more measured spec-
trums with theoretical spectrums.

Since there was a fair agreement between measured and theoretical values,
it seems as if the spectrum measurements have produced valid data. The effect
Sa gain a-o -eteria-ttmrmeeW t"Wt eWfgna.........m.......t.-
resolved by further measurements,
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THE PROGRAM IS AS FOLLOWS:

INTEGER N,M,A$

M=2$

P 1=3. 1415927$

A=1$

ONE0. 5000000$

TWO=1. 0000000$

THREE0. 5000000$

X=0.25+(B.O)(ONE/(PI)*2)+(TWO/(2P1)*2)+(THREE/(3PI)*2))$

WRITE ($$ODSIFORMI )$

OUTPUT ODS11 (A,X)$

FORMAT FORMI (14,B2,I11,W)$

L1..FOR N=(4M)-3$ BEGIN Y0O$

Y=4((ONE/(N.PI)*2)+(TWO/(N+1)PI)*2)+(THREE4(N+2)PI)*2)) END$

WRITE ($$00S2,FORM2)$

OUTPUT 0052 (M,Y)$

FORMAT FORM2 (14,82,111,W)$

M=M+1$

IF M GTR 5000$ GO TO 12$

GO TO 11$

12. .FINISH$

FIG. 4 -COMPUTER PROGRAM
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ADVANCED RECEIVER MODEL SYSTEM "ARMS"

D. H. Cook, J. L. Pierzga, and F. N. Leahy
lIT Research Institute

Electromagnetic Compatibility Analysis Center
Annapolis, Maryland

Abstract. An advanced receiver model system (ARMS) has been leveloped to
provide the Analysis Center with the capability of handling complex interfer-
ence problems with a fast reaction time. This capability has been initially
planned as a manual technique using the computer as a tool for providing
input data to the system. The means of obtaining receiver selectivity curves,
spurious response levels and shapes of the spurious responses will be discussed.

Details of the method for handling any special circuits included
in the receiver (over a normal matched filter receiver) will be described.
The methods used for treating a pulse compression receiver will be presented
as an example.

The type of outputs which can be provided by the ARMS will be
discussed. The plans for systems and output degradation criteria will be
preseiited.

I. INTRODUCTION

The development of the "ARMS" technique for interference prediction
results from a need for the rapid solution of interference problems that may
vary in some significant detail from those presently programmed for computer
solution. Ihis variation may be anything from a requirement for data not in
the normal input files to the requirement for a special receiver configuration
that has not yet been programmed. Another and pressing need is for the
solution of interference problems involving small numbers of transmitters
and single to small numbers of receivers. These problems need not involve the
use of high speed computer time. In fact their solution can often be
accomplished manually in less time than is required for pre-processing and
computer scheduling.

11. ADVANCED RECEIVER MODEL SYSTEM "ARMS"

Figure I shows a simplified logic diagram of the system. The key
to the flexibility of the ARMS lies in the manual control for handling each
of the assigned problems, The procedure for handling each problem is
determined by analyzing the prediction requirements and then, from a knowledge
of the victim receivers, the development of a flow diagram for both information
requirements and step by step mathematical computations. The program control
schedules inputs, outputs, and sequential operations. To a large extent the
operations are determined by the equipment models. This function is shown as
Block I of Figure 1. It is a manual operation in the same sense that a

n... . . .. .. .. . . .. .. ..o... ...u . ....-. . ,

S... . . . .. . . .. . . . . . . . .... . . . . .. . .- 2 6 1 - . . . . . . . . .. . . . .. . ... .



The data file shown as Block 2 includes all sources such as equip-
ment catalogues, EFES files, engineering reports, technical manuals, design
specifications, nominal characteristics file, equipment model catalogues,
pseudo data, and any other sources and synthesis techniques necessary to
obtain the inputs required for the computations that follow. The pre-
processing operation of Block 3 covers the arrangement of the input data and
the coding, if required for computer operations.

The form of the interference power computations as shown in Block 4
is determined by the prediction computation. It may be either a power level
or an interference to noise ra-.o with associated pulse rates. This corriputa-
tion may be a computer program such as Search Radar Prediction Program, giving
an INR and pulse rate, the Master Simulation System Program 1, the Master
Simulation System Program 2 or it may be a manual operation as explained in
Section 5.

The output of the power computation block is shown as Block 5, a
switching or branch point. This indicates the capability of using any of the
mathematical models that have been developed or will be developed to represent
special receiver configuration or functions.

A few examples (see Block 6) are F.T.C., S.T.C., M.T.I., Video
Integrator, Correlator, Log Receiver, Pulse Compression, and DFX. Since
several of these models may be used together it is necessary that their
computation be scheduled and this is done as a program control function after
analyzing the prediction requirements and the equipment model.

The output of Block 6 is in the same form as the output of Block 4
either a power level or an INR associated with a pulse rate. This output
will have been modified by the mathematical representation of any special.
circuitry and be in the correct form for input to the prediction model of
Block 7.

The specific prediction output from ARMS will depend upon the
problem presented for solution. It will represent the results of the problem
analysis and may take any of several different forms such as frequency
assignments, system degradation, distance separation from interfering
sources, and optimum power assignments among others.

There is however a general approach to the ARMS prediction that
will better illustrate this phase of the program. This is shown in Figure 2.
Thii can be used to define the degradation of any radar or communication
system as a result of interference. For most cases this plot can also
represent parameter degradation.

The ordinate expresses the percent of operating efficiency of the
system under consideration. The abscissa is divided into units of power level
that represents the interference input to the system. There are three power
bands illustrated. The first labeled GO represents the infinite number of
power levels below which the system is not effected by interference. In this
area the operation is good in fact very nearly Teh", eamLd . . V
teahete6.W. M.- Yvtf region the operation is doubtful due to interference. iL



This is the region in which the operation is degraded from nearly 100%
efficiency to nearly zero efficiency. The third band labeled NO includes the
infinite number of power levels where the system operating efficiency is
degraded from nearly zero to zero efficiency as a result of interference.

Obviously if any attemlthad been made to scale the abscissa then
the center or DO region would appear as a fine hairline separating the region
of no Interference or good operation from that of total interference or no
operation. Even for the case of practical values of interference ranging
from minus 150 dbm to zero dbm the DO region would appear very small since
it normally covers in the neighborhood of 15 db or less. Since this region
is so small it is found that for most cases the curve may be approximated by
a straight line within normal prediction accuracy. Where greater accuracy
is needed, a statistical approach may be used such as the MarcumI Detection
curves for pulsed systems.

Once the operating zones are defined and the prediction curves
developed then the prediction must be related to the specific system. The
form this will take may be a tracking-error vs interference for the case of
track radar, an articulation score for a communication system, or a predicted
interference clutter on a PPI scope for the case of a search radar.

The output shown as Block 8 Figure 1 will then be a report indi-
cating the technique followed with a numerical result together with a
variance or probable accuracy figure.

III. PULSE COMPRESSION RECEIVER MATHEMATICAL MODEL

The application of ARMS to a pulse compression radar is shown in
the flow diagram of Figure 3. The top part of figure 3 shows the block
diagram of the system while on the bottom is shown the functional operation
of the pulse compression filter. The received pulse with linear frequency
shift is filtered and each frequency is delayed an amount to compress the
wide pulse and increase its amplitude.

The initial block of the flow computes the power level or INR
which is in the pass band of the matched filter receiver. This computa-
tion can be either done on the computer for a complex environment or
manually for a small number of interfering sources. Block 2 is a tabulation
of the result of the first calculation. Blocks 3 and 3a are logic blocks to
determine the type of modulation of the interfering pulse. If the interference
is a CW pulse, the detuning effects and the peak values are computed in
blocks 4a and 5a. Blocks 6a and 7a are the element models which reflect the
action of the pulse compression filter on the'interfering pulse. For pulses
which are the compressed pulse width and smaller the INR or power level are
decreased by a factor D, and the pulse width is increased by a factor D.
D is the compression ratio for the system and is equal to T (stretched pulse
width) times j (the frequency deviation). For pulses equal to or wider thap
5 times the compressed pulse width, the power level, pulse width, or INR is
not changed. There is a linear change in INR for pulse widths between the com-

pressed pulse wtth ~and-,_ftVe4_t49 ýth* W,,idth
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For design FM pulses with the proper deviation the power level or
INR is increased by D and the pulse width i3 decreased by D. For FM pulses
with opposite frequency deviation the power evel or INR is decreased by 2D
and the width is increased by 2D.

The effects of the pulse compression filter on other types of
interfering signals is being studied and will be included when the study is
completed.

IV. APPLICATION

A recent problem involving a search radar receiver site as a
victim together with seven different interference environments consisting of
from 4 to 21 interfering transmitters was processed using the ARMS technique.

The problem was to determine the degradation of the PPI display as
a function of the interference under the different environments. Categories 2

established by the Air Force were used to grade the interference densities on
the PPI scope. Figure 4 shows the possible configurations of the victim re-
ceiver. The terms of the problem limited these combinations to the following,
Log-receiver, DFX Receiver, Raw Receiver, Lin Log Receiver, Lin Log Receiver
with F.T.C. and Lin Log Receiver with M.T.I. The equipment model was estab-
lished from data obtained from a military agency having cognizance of the
victim equipment. Data on the transmitters was obtained during an area problem
in which a victim receiver was monitored. The results of the prediction could
therefore be validated by checking against data acquired by the monitor.

After preprocessing, the required data for each of the transmitters
and one receiver was fed into the Master Simulation System Program -I.

The output from this computer program was a summary of the pulse
rates associated with each of 15 discrete power levels. This process was
continued until, each receiver model was subjected to each of the seven
environments.

The output for each of the seven receiver-environments was then
evaluated by comparing the calculated power levels to the known M.D.S. for
the receiver. In addition a plot of input power levels vs pulses per second
for each situation was obtained.

For the case of the Lin-Log receiver with F.T.C. the effect of
applying the F.T.C. mathematical model was to change the power levels associ-
ated with each of the pulse rates. 416C[



A more sophisticated case was the Lin Log Receiver with M.T.I.
In this case the following model was used.

I
M 2 i (1) M

i=l

=i i ( S St Si

(2)
M= 0 S> J

where

M = Total detected pulse rate.

M, = Detected pulse rate at each quantized antenna gain level.

Pi = Percent of occurrence of Si.

Si = Signal to noise output of M.T.I. circuit.

St = Signal to noise ratio that will give 50% probability of
detection from Marcum curves.

I = Total number of lobe to lobe antenna look angles.

In order to apply this model it was necessary to have a computer read
out of power level vs PPS for each antenna lobe to lobe antenna look angle.
This eliminated the calculation of Pi leaving equation 2 in the form

M. = (1 t (3)

i

Since this equation equals by definition zero when SI I St a graphic solution

was developed and shown in Figure 5. By entering the abscissa with Si a value
for Mi is obtained from the ordinate opposite the appropriate curve. There is
a difderent curve for each transmitted pulse width from 2 1-sec to 6g-sec.

This operation has the effect of changing the pulse distribution or
pulse ratio associated with each calculated power level. This in turn will
change the shape of the PPI vs Power Level curve and the number of detected
pulses that will be displayed on the PPI scopio

V. MATRIX SOLUTION TO ONE TO ONE INTERFERENCE PROBLEM

In the preceding section the application of the ARMS technique was
tscriobSed r" as power cndo taLah a computexr proarase. tThea o4mp&uttion
tion System -1, programmed for the 1105 computer was used. This computation



involved the solution of a single transmitter receiver interference situation.
Each environment having several transmitters necessitated the solution of the
problem one time for each transmitter-receiver combination. The solutions
were then summed for the results of all the transmitters effecting a single
receiver.

As a result of experience gained in solving this and other problems
it was apparent that a need existed for a quick solution of problems containing
small numbers of interfering transmitters. A procedure for manual computation
of interference power has therefore been developed. Upon development it became
apparent that problems unrelated to the straight interference power computation
were clarified and in some cases solved by the approach taken. Work is there-
fore continuing on this phase of the ARMS program.

Briefly the manual power calculation is based upon the solution of

the power equation below.

Prx = G tj P L GLrj Ptx(f) IH(f)1 2  df (4)

0

where

Prx = Peak power at receiver in milliwatts

Gtj = Transmitter antenna gain

J = Final j or number of antenna quantized parts

PL = Propagation path gain

Grj = Receiver antenna gain

Ptx = Peak power of transmitter pulse in mw/mc

For manual computation equation 4 will take the form of equation 5

SP(f P ( [tx ) G L r] H(fi) 2] (5)

The numbers in the development of these matrices come from a real
transmitter-receiver interference environment and can therefore be considered
typical. A basic column matrix EPtx(f )] can be developed by quantizing atypcal Abasc clun mtri Itx i
spectrum envelope representing the transmitted pulse from a given interference
source.

At present the synthesis technique (based upon measured data) uses
the spectrum envelope 3 of a trapezoidal pulse with a slope of 40 db •jjr 4.cA..
2. d wv.r *dVdTft.xratafti*-tii M a e envelope of
20 db per decade.



By using the transmitter tuned frequency and the peak pulse power
this basic matrix can be converted see Figure 7 into a column matrix that
completely describes the transmitted pulse in terms of its power spectrum.

In Figure 7 the left hand or Basic Matrix is a profile of the
quantized spectrum envelope. Each frequency band, normalized in units of 1/T
has an associated db level. These levels represent ratios of pulse power
relative to the power contained in the band about the transmitter tuned
frequency. This is an approximation which can be justified by the fact that
the quantization includes sufficient side lobes to cover about 98% of the
total power under the curve.

To convert the basic matrix to one representing a specific trans-
mitter requires the application of the transmitter pulse power to the quantized
levels and then the evaluation of I/T . This, together with the tuned
frequency, converts the generalized frequency bands into specific bands relative
to the tuned frequency as shown in figure 7.

A similar row matrix see Figure 8 can be developed to completely
describe the receiver by means of a quantized receiver selectivity curve.
In this case the selectivity curve is approximated by a 5.5 db per octave
drop from the 3 db to the 20 db points and then a 40 db per octave drop from
the 20 db point to some given threshold. This technique was developed for the
MSS-2 cull program. (see Figure 9).

The curve is then quantized into It leveLs each representing a
frequency band normalized to BW/2. This is then converted into a receiver
matrix. The deviation units BW/2 are converted into frequencies above and
below f or the -eceiver tuned frequency.

The two row matrices can immediately be combined into a single row
matrix by adding the db in the receiver matrix to the dbm in the transmitter
matrix for rorresnonding bands. If no frequency bands coincide this consti-
tutes a visual cull.

There remains the antenna gain matrices and the propagation loss
matrix.

If the transmitter and receiver antenna-waveguide gains are to be
quantizEd in a four level manner as in the MSS-I the table of Figure 10 may be
used.

Using the data shown, the transmitter antenna matrix will be as

illustrated in Figure It.

Again using the data shown plus Figure 10 the receiver antenna
gain matrix will appear as Figure 12.

There are a number of different rethods for developing the propa-
gation loss between specified points. Sixteen of these are developed in
Reference 4. For the case being illustrated a smooth earth diffraction model
was used and resulted in 4, fx14#4 A const~qý 94in figu~e of 11%. Ab. This
number was used in Figure 13 to develop the row matrix representing the
product



[Gtj IPL I [CGrj I

The final product of this row matrix and the column matrix previously
developed which are shown together in Figure 14 will be the output or power
matrix rx as shown in Figure 15.

This output matrix is of interest from a prediction standpoint since
each column represents the spectrum of an associated pulse train as seen by the
receiver. In addition, the peak power associated with each of these pulse
trains or pulse rates is used in the prediction model as a threshold cull. It
is also possible to develop a statistical picture of the detected pulse rates
and from this predict interference to a PPI or an A scope.

VI. FUTURE DEVELOPMENT (ARMS)

As more problems are processed with the ARMS program, a library of
problems will be available. The experience gained in using ARMS will be used
as a feedback to recommend possible improvements or simplifications of the
techniques used in the prediction such as: Receiver Synthesis, Transmitter
Synthesis, Antenna Synthesis, Propagation Loss and the Treatment of the Mathe-
matical or Element Models.

The ARMS prediction program will use the results of improved inter-
ference prediction stulies as they become available. As an example, the trans-
mitters in a complex environment could be processed through ARMS up to the
receiver section. This environment could then be represented statistically
(Probability of pulse overlap, probability of pulse spacing, etc.) and then
processed statistically in the interference power block of ARMS. This will
provide a realistic prediction program for systems such as: IFF, (which is
sensitive to pulse spacing) and Sequential Detection Schemes, (which require
a certain sequence of hits to declare a target.)

Also in multiple transmitter environment situation, the probability
of single, double and triple pulse overlap would be included in the prediction
program. This assumes increasing importance as the number of interfering
sources increases.

Use of the manual ARMS program for a period of time indicates
certain areas which have become a routine type calculation and can be auto-
mated and programmed for running on the computer. Certain of the more
commonly used mathematical models such as FTC, MTI and STC have already been
programmed and others will be added.

VII. CONCLUSIONS

The ARMS technique appears to supplement the best feature of an
automated prediction program with the manual or hand calculations required
by the variations in equipment models and prediction requirements.

Future development of the automated pr9o.A AG. c by- e-aw-
periente SaIned in the use-of-the ARMS techniques in solving current problems



as they occur. This eliminates delayb in the handling of brush-fire type
of interference problems.

An insight into the accuracy requirements and effects of parameter
varlations can be derived by numerical analytic methods using the ARMS proce-
dures.

The development of numerical methods for use in different types of
problems provides an expanding capability for interference predictions.

The interference power and INR ratio calculations are well developed
and several alternate methods of computation are available.

The mathematical element models for different receiver configura-
tions are well advanced and continuous work is being done in this area.

There is a great deal of work to be done on the prediction models.
Also system degradation studies are still in the elementary stages. It is
expected that this area will receive the greatest attention in the immediate
future.
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TRANSMITTER MATRIX

T= 2 4-sec /iT = .5 mc

A
Pt= 500 KW or 87 dbm

INPUT DATA f = 1302 Mc
0

PRF = 380 PPS

A
BASIC MATRIX TRANSMITTER MATRIX P(fi)

Frequency (Af) db Frequency(mc) db

-320/T to -180/r -100" 1142 1212 -13

-180/T to - 80/T - 80 1212 1252 07

-0l0T to - 30/r - 60 1252 1287 27

- 30/T to - 10/T - 40 1287 1297 47

- 10/k to- 4/T - 20 1297 1300 67

- 4/A to + 4/T 0 1300 1304 87

+ 4/r to + 10/r - 20 1304 1307 67

+ 10/T to + 30/T - 40 1307 1317 47

+ 30/6 to +100/r - 60 1317 1352 27

+100/T to +200/r - 80 1352 1412 07

+220/r to +480/r -100 1412 1542 -13

Spurious - 60 27

Spurious - 60 27

Spurious - 60 27 j

FIGURE 7.
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RECEIVER MATRIX IH(f )12

8 900 Kc

f = 1302 Mc
0

IH(f )12
( I

BASIC MATRIX RECEIVER MATRIX

Frequency (Af) Frequency

-100 8 to -40 8 -100 1212 1266 -100

- 40 8 to -25 8 -80 1266 1280 -80

- 25 8 to -15 8 -60 1280 1288 -60

- 15 8 to -7.5 8 - 40 1288 1295 - 40

-7.5 8 to -2.2 8 - 20 1295 1300 - 20

-2 2 8 to +2.2 8 0 1300 1304 0

-2.2 8 to 7.5 8 - 20 1304 1309 - 20

7.5 8 to 15 8 - 40 1309 1316 - 40

158 to 25 8 - 60 1316 1324 - 60

25 8 to 40 8 - 80 1324 1338 - 80

40 8 to 100 8 -100 1338 1392 -100

FIGURE 8.
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TYPICAL ANTENNA GAIN TABULATION

ANTENNA GAIN PATTERNS

GAIN WVITH RESPECT TO NOMINAL
NOMINAL
ANTENNA AND MAJOR MINORWAVEGUID3 MAIN SIDE SIDE BACKGAIN db BEAM 

LOBE

< 5 0 0 0 0
5 -10 0 -5 -1.0 -15

11 -20 0 -10 -20 -30
21 -30 0 -18 -32 -40

> 30 0 -16 -40 -50
BEAM WIDTH 3.60 14.40 1620 1800
PERCENT- 1 4 45 50

360

FIGURE 10.



FoiGUR 11 TRANSMITTER ANTENNA "AIN PROFILE

INPUT DATA NROINAL ANTENNA WAVEGUIDS GAIN 27.5 db

nRO14IGoURE10 MD -O0db SL -18 db TL --32 db IL - -40db,

%. p15 1.0 4.0 45.0 50.0

PRY 380 FPS

G tj ATRIX

MB SL TL BL~

[27.5 9.5 -4.5 -12.5j

PS 4 14 171 190

FIGURE 12.* RECEIVER ANTENNA GAIN PROFILE

INPUT DATA Nominal beyond line-of-sight antenna wavaguide gain - 34 db

FROK FIGUREO 10 M SL -16 TL=-40 BL--50

%. FPS 1.0 4.0 45.0 50.0

HS SL TLDL

-3 i 6 -16 db

%.FPS 0 5 45 50
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COMPUTER PROCESSING OF ANTENNA PATTMDNS

H.N. Kritikos and M.R. Dresp
The Moore School of Electrical Engineering

University of Pennsylvania
Philadelphia, Pennsylvania

Abstract. - This paper demonstrates the usefulness of electronic digital
computers in reducing antenna pattern data. Three methods of simplifying
the data and the error involved in the simplification are examined. The
three methods are: first, reduction of the pattern to constant gain
sections; second, simplification by band limiting the spherical harmonic
spectrum; third, the determination of the probability distribution
function of the gain.

I. INTROIUCTION

In the past few years the general trend in the field of conmmunica-
tions has been an integrated or a systems approach to the various engineer-
ing problems. It seems that this type of approach is now reaching the
domain of antennas which are an important part of many complex systems.l,2
To be more precise a systems approach or view-point is the evaluation of
a component part, in this case the antenna, in terms of the performance
of the entire system. In the light of these arguments to simply provide
the gain, the beam-width, the average amplitude of the sidelobes of an
antenna, is perhaps too little or not enough depending on the particular
application and the environmental conditions. The underlying difficulty is
that the true pattern is a complicated function which is experimentally
time consuming to determine, and then difficult to analyze.

In this paper an attempt is made to develop methods of processing
the antenna field pattern data in such a way that the results are meaningful
for particular applications. This antenna data processing is carried out
with the aid of an electronic computer which simplifies the computations
and greatly increases the flexibility of the operation.

Three different methods of reducing the antenna data have been
considered here. The three methods are: first, the simplification of the
pattern by reducing the data into constant gain sections; second, the
analysis of the pattern into a spherical harmonic spectrum; third, the
determination of the statistical distribution of the pattern.

The novelty of the antenna data reducing methods which are presented
in this paper lies not only in the use of the electronic digital computer
but also in the introduction of an error criterion for the simplification
of the antenna pattern. The criterion used here is the root mean square
(RM) error.

II. THE APPROXIMATION OF THE GAIN FUNCTION INTO CONSTANT GAIN SECTIONS

It has been common practice in m a• • o d4ldsitho
antenna pattern Into constat gain sections. fte division is done arbitrarily
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and is entirely based on an intuitive appraisal of the situation. The
division of the pattern into sections is as followns

The pattern is considered to be

G0e(,) - fa tor Ani

= 02 for A92 i•here G ... G* are constants1 n

-nfor A6 1

and also f0(e,0) dfl Gn&O =4i (2)
n ni

In order to remove the arbitrary nature of this partition, the
standard deviation of the fluctuations of the gain within one section is
calculated. If one places an upper limit on the standard deviation, then
a more meaningful partition of the gain into constant gain sections can
be made. The partition certainly is not unique but one has a measure of
the error which is being made.

The antenna pattern then can be represented as follows:

0(8,0) - G, for Afl with S 2

a .2 for 692 with P2

w nor A(I withs 2n

2 2
where the partition bas been taken such that 8 2< MOx' 82 being
the maxim=wn permissible standard deviation. - m ax

The quantity S is the comon RMS error and is

n (n)
rn

where a is the average gain corresponding to section AO . The setting
of a minu allowable me error per section allows the Lechanization
of such a simlification procedure. A digital comuter can be easily

Sorme ,t" -yý-* k tl- b art , ua g tb , p

*1



In order to convert the data into a digital form, the pattern is
sampled at regular intervals. For example, for the cases examined below
180 samples were taken. The data then becomes a series G of numbers
which is ready to be fed into the computer. The maximum a;ceptable
error per section is specified, and theh a starting point is chosen. The
starting point is determined arbitrarily from the utilitarian aspects of
the antenna. This process is done in "pint" language on an electronic
digital computer.*

Figure I shows the gain of an experimentally obtained pattern
which has a 0 symmetry. The starting point was taken to be at e = 0.
Two approximations have been made; one with a .436 RMS error and the other
with a .138 RW error. Notice that the number of sections for the
approximation is worse, and it only gives a rough picture of the pattern.
Figures 2, 3, 4, 5 also show progressive approximations of an experimentally
obtained high gain pattern. The gain for this case is in DB. For these
cases only a slice of the total pattern was examined. This slice of stereo
angle was MC = 2ntI = Z A = 4sinek AOekAO (0 constant, 0 < e < A).

III. APPROXIMATION BY BAND LIMITING THE SPHERICAL HARMONIC SPECTRUM

The.- approach in this section is analogous to the smoothing of
stationary time series by the omission of the higher order Fourier components.
The antenna gain, since it is a function described on t'e surface of a
sphere, can in general be represented as a series of sp.4erical harmonics.
A simplification of the pattern can take place by omitting higher order
terms. From a spectral analysis, as it will be shown below, the root mean
square error of this smoothing by the omission of higher order terms can
be determined. Therefore, i.. this case as before, one has an RMS criterion
of simplification of the pattern.

Following this approach one has

Gt = Go +G (5)

where Gt is the total gain

G is the simplified gain

Gr is the part of the gain which represents the undesirable
fluctuations.

Functi7Gt can be expanded into spherical harmonics

[Am cosm0 + e ai (cose) (6)t P.=O m-0 1ý no 9

* PC i4000 Royal Precision Compan
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Each one of the terms Am is considered as a part of a two
dimensional spectrum.

Similarly

sG=" [AmoCos.m,+,sinm ' (case) (7)

a=d - ZAcos m0 + sin m m (cose) (8)
r =LO ImPIO

Notice that 2121 ZI
1. 1 + 2 2(9)

Effectively then, the harmonic spectrum has been partitioned
into two parts; part one shown in the summation • and part two
shown in the sumnation • ' . -

Obviously one has the additional relation

JG(,0)d =47c

Because of the orthogonality relations, this reduces to Ao--2* (10)
0

The PM error introduced by the omission of a number of terms
is easily computable below

•2 , Gt - 2 ,1, ,, -/ (G) 2  do (11)

2 2 + (•m) 2]+- (M-±)! (12)

Because of the two dimensional distribution, the partition of the
higher order terms for the same RMS error is not unique (see Figure 6).

The spherical harmonic harmonic spectrum of the pattern is determined
by numerical methods. With the aid of a computer, the expansion co-
efficients of the spherical harmonic spectrum were determined in the
following manner.

-Z86-



The gain data in this analysis was taken in the range from 0-180°
at one degree intervals. The pattern as in the case before had a 0
symmetry. Using the above analysis and equations, a program for the
harmonic spectrum was compiled. This was done in the "pint" language n
a digital computer.

IV. STATISTICAL DISTRIBUTION OF THE GAIN

The probability density function of the gain in the conventional
sense is defined as follows:

If P(G.<_ G ) is the probability that the gain G is smaller or equal
than a prescribed -alue G1 then

P(G-.< GI) 47c • (13)

where An. are the sections of stereo angle which correspond to gains G
of smaller or equal than the prescribed value G1 , (G.<. GI).

The probability density function can be calculated from the data
by simple enumeration techniques. The procedure which was used is as
follows:

The data are converted to a discrete form by sampling the gain
function. In this way the gain function reduces to a set of values Gk
which correspond to a set of equal elements of stereo angle A . The
size of the element of the stereo angle is dictated by practic l con-
siderations such as the complexity of the gain functions, etc.

The probability density function then is obtained from the relation
f

P(Gk< G (14)

where f is the number of sections AnL in which the gain G is smaller
or equal than G1(G 4 G1). K is the tttal number of equal sections A•.

The probability density function was found with the aid of a
digital computer. The program was designed to satisfy the condition

f
P(G 4 GI) = k (15)

for specified values of gain G1. The results are shown in figures (9)
and (10).
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V. CONCLUSIONS

In this paper it was demonstrated that the processing of data
can be done easily and with great flexibility with an electronic digital
computer.

The data are processed in such a way that a series of simplified
patterns are obtained. This series of curves range from very simple
approximations of the antenna pattern to better approximations and finally
to the exact patterp. The RFM error for all of these cases is calculated.
These series of approximations will then be available to the field engineer
who will choose the one which best suits his particular application.

Two methods of simplifying the pattern were investigated: The
first method "reduction to constant gain sections" is appropriate for high
gain antenna patterns. The second method "band limiting the spherical
harmonic ,pectrum" is appropriate for low gain or omnidirectional patterns.
The computer also easily provides the probability distribution function
of the gain.

In conclusion, it can be said that the work presented in this
paper presents evidence to indicate that the inclusion of a small digital
computer as an integral part of an antenna testing site alone can be of
considerable value to present day testing procedures.
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THE USE OF DIRECTIONAL COUPLERS AS HARMONIC PADS

L. Young
Stanford Research Institute

Menlo Park, California

Abstract. - Interference caused by the radiation of harmonic frequencies from
high-power transmitters can be reduced or eliminated by using filters external
to the high-power tube. Tho most compact filters are usually rejection filters,
which operate by reflecting, rather than absorbing, all or most of the unwanted
frequencies. To protect the tube from the reflected harmonic power and to avoid
harmonic -sonances in the line, it is then advisable to use a harmonic pad be-
tween the transmitter and the rejection filter. It is possible to adapt 3-db
and 0-db directional couplers for use as harmonic pads, as will be described in
this report.

I. INTRODUCTION

High-power tubes generate a substantial amount of harmonic power,
when they are used to full efficiency. If this harmonic power is allowed to
reach the antenna, and is radiated, it may cause interference to other radio
equipment in the vicinity or in line-of-sight. A harmonic-frequency-suppression
filter may be inserted in the transmission line to prevent the unwanted frequen-
cies from reaching the antennas. Such a filter should preferably meet all the
following requirements:

1. It should attenuate sufficiently all the major frequency
components of the unwanted spectrum; for instance, 60-db
of attenuation is often specified.

2. It should attenuate all possible modes in which the unwanted
frequencies can propagate in the transmission line.

3. It should attenuate as many harmonics as possible; generally
the second and third harmonics are the strongest, but appre-

ciable power may, for instance, also be carried up to the
tenth harmonic.

4. It should preferably attenuate by absorbing, rather than
reflecting, the spurious frequencies.

In addition, the filter should be compact, inexpensive, easily avail-
able, etc. Leaky-waveguide filters 1- 4 typically have high attenuation up to
about the fourth harmonic, and have a VSWR in the stop band which is generally
better than about 1.5:1. Their attenuation eventually falls off as the fre-
quency is increased. Waffle-Iron Filters5 - 7 have been used to attenuate strongly
up to the tenth harmonic, but they are rejection filters, reflecting the spurious
frequencies back to the transmitter. Combinations of leaky-wave filter with
waffle-iron filter have also been constructed to combine the advantages of ab-
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sorption (and therefore low VSWR in the stop-band) with strong attenuation.
A VSWR of 3:1 is probably adequate in the stop band. 8 ,9 Thus, a short, well-
matched pad having absorptive attenuation of 3-db or more should be sufficient
in most instances, when used with a rejection filter of high attenuation. A
circuit using two harmonic pads is shown schematically in Fig. 1.

Another approach to harmonic padding is to use a 0-db directional
coupler with an in-line geometry between the input and one of the decoupled
ports, as shown schematically in Fig. 2. The input power at the fundamental
frequency then crosses over in virtue of the 0-db coupling, whereas at higher
frequencies the O-db coupling no longer holds, and the power tends to go straight
on, past the coupling aperture; the harmonics can then be absorbed in a dummy
load.

A similar circuit can be devised for 3-db directional couplers,
except that this requires a pair of high-pass filters (Fig. 3a) or reduced-
width waveguides (Fig. 3b).

The following brief comparison between leaky-waveguide harmonic pads
and directional-coupler harmonic pads is intended to'help the system designer
make his choice: Leaky-wave filters are more compact, and require no additional
dummy load (since the loads are buili into the side waveguides). Directional
couplers, on the other hand, are more readily available in a wide range of wave-
guide sizes. Leaky-waveguide filters operate better at the low harmonic fre-
quencies, but are of little use at harmonic frequencies above their design
specification for the very reason that directional couplers function as harmonic
pads, namely, because the higher frequencies tend to go straight on past any
coupling apertures placed flush with the waveguide walls. Thus an optimum
combination may well be a leaky-waveg~ide filter followed by a O-db directional
coupler (Fig. 2) or a 3-db directional coupler (Fig. 3); or an integral combina-
tion of a leaky-wave filter with a directional coupler (Section IV).

II. EXPERIMENTAL TECHNIQUES

The basic experimental set-up is shown in Fig. 4. A swept-freqt ncy
generator is synchronized with a pen-and-chart recorder, and the reflected power
is recorded continuously. Several signal generators have to be used to cover
the whole spectrum of interest. For the couplers tested, most of the measurements
were made from the second through fifth harmonic bands. The performance tends to
improve with frequency, and the couplers may in general be expected to improve
in their performance as harmonic pads at frequencies beyond the fifth harmonic.

Three modes were launched in turn, the TE1 O, TEO,, and TE 2 0 modes,
using suitable launchers and long tapers. The inc dent and reflected powers
were sampled by means of 20-db cross-guide directional couplers placed in the
single-mode waveguide before the taper started. The incident power was used for
a reference output to the automatic leveller circuit in the recorder unit; how-
ever, since this did not remove all the variation, both the incident power and
the reflected power were recorded on the chart, and the difference was reduced
by hand to obtain the figures reproduced later in this report. There were quite



rapid variations with frequency, probably mostly due to imperfect directivity
in the cross-guide couplers. Only the peak reflections were plotted, and
joined by straight lines; the actual performance is probably somewhat better
since no allowance was made for the directivity of the cross-guide couplers,
which is in the order of 20 db. (For instance, if the reflected power is 6 db
below the incident power, the reflection coefficient recorded with a directional
coupler of 20 db directivity could lie anywhere between about -4 and -8 db.
Such variations were indeed observed and moved in frequency as expected when the
spacing between the harmonic pad and the cross-guide coupler was changed by in-
serting an extra length of waveguide.)

III. DIRECTIONAL COUPLERS AS HARMONIC PADS

To the best of my knowledge, the first use of a 0-db directional
coupler to separate the harmonic frequencies from the fundamental band was made
by V. G. Price, 1 1 who used a 0-db branch-guide directional coupler. The same
idea using a O-db transvar directional coupler, was used by E. M. T. Jones at
SRIl§. In the early work, it was hoped to introduce substantial attenuation
(say, more than 30 db) at the harmonic frequencies, between the input and the
fundamental-frequency output (Fig. 2). These hopes were largely disappointed,
since the attenuation was sometimes less than 10 db, and the reflection at
certain frequencies was also high. The author used a 0-db branch-guide direc-
tional coupler with waffle-iron filters in the branches and realized about 30-db
of attenuation from the 2nd to the 5th harmonic. 1 3 It then became apparent that
the most practical application of directional couplers (0-db or 3-db) was as har-
monic pads (not filters), where high attenuation was not the primary object, but
where it was desired to combine low, steady attenuation over a wide frequency
band (many octaves, to include perhaps ten or more harmonics) by absorption,
rather than reflection, leaving the high attenuation to a more compact rejection
filter (e.g., multi-cavity band-pass filter, or waffle-iron low-pass filter).

An experimental program was then undertaken, testing other types of
directional couplers. In particular, short-slot couplers have been tested, both
sidewall 1 4 and topwall, both in 3-db and 0-db configurations. Most of the results
of these measurements are published in Ref. 13, and the ensuing remarks are a
summary of the principal results, plus the results on one new 3-db coupler cir-
cuit, which has only recently been tested.

Branch-guide couplers15,16 have been built both with plain waveguide
branches, and with additional chokes in their branches,17 and used in both the
0-db and 3-db configurations. Finally a branch-guide coupler with waffle-iron
filters in the branches was also built, 13 and used as a 0-db coupler harmonic
pad. The branch guide coupler has the advantage that the coupling between the
parallel waveguides is not just through coupling apertures but is through wave-
guides of definite length, into which chokes 1 7 or filtersli may be built. It is

a very interesting and potentially useful device, but would be considerably more
expensive and is less readily available than the short-slot couplers which will
now be described.

J



Two sidewall short-slot couplers, Model 284 HS 22, and two topwall
short-slot couplers, Model 284 HT-1332, were purchased from Microwave Develop-
ment Laboratories. Each coupler is a 3-db hybrid, and the phase of their two
outputs is such that two like couplers can be cascaded to form a 0-db coupler.
The two 3-db sidewall couplers cascaded into a single 0-db coupler are sketched
in Fig. 5, and the two topwall couplers are similarly shown in Fig. 6. The best
results were ohtained with the sidewall couplers, i.e., the lowest overall re-
flections were recorded whien they were tested as indicated in Fig. 4 Ti't'
spacing between the two separate 3-db couplers (Fig. 5) does not appear to be
critical, but when in one experiment the slots were completely merged, the per-
formance deteriorated distinctly; it therefore seems advisable to retain some
center-wall between the two slots, though the length of that center-wall should
not be critical.

The highest recorded reflection for the 0-db sidewall coupler (Fig. 5)
from the •econd to the fifth harmonic, inclusive, was -5 db for the TEl0 mode,

13 1
and -8 db for the TE0 1 mode; however, it was higher for the TE20 mode, in which
it reached -0.5 db at 6.4 Gc. The average reflection was much better in all
cases, being generally between -10 and -20 db, but could not be measured accu-
rately because of the limited directivity of the cross-guide couplers (Fig. 4),
which was only about 20 db.

The 3-db couplers performed even better than the 0-db couplers, in
all cases, which qualitatively may be attributed to the momentum of the inci-
dent harmonic power, which probably prefers to keep going in the same direction;
thus there is less chance of it being reflected into the (reverse) output of a
3-db coupler (Fig. 3) than crossing over into the (forward) output of a 0-db
coupler (Fig. 2). The problem with the 3-db coupler harmonic pad is the neces-
sity for a high-pass filter to turn the incident fundamental power round. It
is difficult to build a high-power, high-pass filter insensitive to mode con-
figuration in a multi-mode waveguide. The circuit of Fig. 3b is probably a good
compromise between effectiveness and simplicity. A perspective view is sketched
in Fig. 7. Its action may be explained as follows.

The two vertical septums to the right in Fig. 3b or Fig. 7 are each
1/4-inch thick and create three parallel waveguides, each of width 1.780 inches.
This is sufficiently beyond cut-off in the fundamental pass band (2.7 - 2.9 Gc).
The front edges of the two septums are placed approximately in the same plane
where the single common wall had begun before it was machined out. They are then
adjusted for optimum match in the pass band. (The pass-band VSWR was quickly
adjusted to be better than 1.2, but no attempt was made to improve it further.)

The reduced-width wavegutdes may be expected to pass on most power in
the TEl0 mode from the second harmonic on up. Modes can propagate in the WR-284
input waveguide and be close enough to cut-off there, that they would be cut off
in the three waveguides of reduced width; however, when such modes enter the large
central region of the coupler, the mode patterns will change, and some power may
be expected to couple into the three waveguides on the right in the TE10 or some
other propagating mode. It is hoped that this power is always sufficient to pre-
serve the effectiveness of the harmonic pad under all conditions.



The experimental performance of the 3-db coupler is shown in Figs.
8 and 9 up to 15.5 Gc. Figure 8 shows the highest reflection coefficient
peaks (compare Ref. 13) in the TE10 and TEO1 modes for the 3-db coupler of
Fig. 3b and Fig. 7. Figure 9 shows the same for the 7E 2 0 mode. Here the
solid line is for the 3-db coupler of Fig. 3b and Fig. 7, while the broken line
is for the O-db coupler of Fig. 2 and 5. (The performance of this same O-db
coupler in the TEl0 and TE 0 1 modes is plotted in Fig. 16 of Ref. 13.) It is
seen from Figs. 8 and 9 that the 3-db coupler (Fig. 7) performs much the same
as the O-db coupler (Fig. 5) in the TE10 and TEO 1 modes,13 but is somewhat
better in the TE 20 mode, since the greatest reflection coefficient (which is
still at the same frequency, 6.4 Gc)1 is only about -3 db, as compared with
about -0.5 db for the 0-db coupler.l°

IV. A SUGGESTED DIRECTIONAL-COUPLER, LEAKY-WAVE FILTER COMBINATION

So far, directional couplers have been discussed only in connection
with using them as harmonic pads, where the required attenuation is not too high.
However, the attenuation of directional-coupler harmonic pads increases with fre-
quency, precisely as the attenuation of conventional leaky wave filters falls
off. One can think of many suitable combinations, as already hinted at the end
of Section I. One such possible combination is sketched in Fig. 10, where two
leaky-wave filters are connected by a 3-db sidewall coupler, which itself sprouts
side-waveguides in all available directions. The whole filter is constructed as
an integral unit, and could be designed to attenuate well beyond the fourth or
fifth harmonic.

V. CONCLUSIONS

The experiments indicate that 3-db and 0-db directional couplers can
be used as harmonic pads. Of the various types of couplers investigated so far,
the short-slot sidewall coupler gave the best overall results, with the 3-db
coupler (Fig. 7) perhaps having the edge over the 0-db coupler (Fig. 5). How-
ever, other types of coupler may be equally good or better, and further tests
on more couplers and in more modes should be made.

In general, directional couplers improve in performing as harmonic
pads as the frequency is increased. This is in contrast with leaky-waveguide
filters which perform better at the lower harmonic frequencies (for which the
side waveguides have a higher impedance). Sidewall couplers, in particular,
offer a simple means of harmonic padding, and of extending the absorptive atten-
uation well beyond the first few harmonics.
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TRANS- HARMONIC REJECTION HARMONIC OUTPUTMITTERý PAD FILTER PAD •OTU

I. THE HIGH-POWER TRANSMITTER GENERATES SPURIOUS
FREQUENCIES CAUSING RADIO FREQUENCY INTERFERENCE.

2. THIS HARMONIC PAD PREVENTS DAMAGE TO THE TUBE
BY ABSORBING HARMONICS REFLECTED BY THE REJECTION
FILTER.

3. THE REJECTION FILTER (E.G. A LOW-PASS WAFFLE-IRON
FILTER) IS CAPABLE OF HIGH ATTENUATION AT THE
SPURIOUS (E.G. HARMONIC) FREQUENCIES BY REFLECTING
THEM.

4 A SECOND HARMONIC PAD MAY BE ADDED IF IT IS
DESIRED TO MATCH THE OUTPUT OF THE FILTER AT
HARMONIC FREQUENCIES.

FIG. I SHOWING THE USE OF HARMONIC PADS

O-db

INPUT - .. HARMONICS

F- FUNDAMENTAL
FREQUENCY
OUTPUT

FIG. 2

SCHEMATIC OF O-db SHORT-SLOT
COUPLER USED AS HARMONIC PAD
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INPUT -----.
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(b)

FIG. 3

SCHEMATIC OF TWO 3-db SHORT-SLOT-
COUPLER CIRCUITS USED AS HARMONIC PADS
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FREQUENCY BAND
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FIG. 4

SET-UP FOR CONTINUOUSLY RECORDING

REFLECTED POWER FROM A HARMONIC PAD
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FREQUENCY
OUTPUT

INPU'T

3 -db

SIDEWALL COUPLER
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TO ABSORB HARMONICS

FIG. 7

SKETCH OF 3-db SIDE-WALL
COUPLER WITH THREE CUT-OFF

WAVEGUIDES TO ABSORB HARMONICS
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LOADED SIDE- WAVEGUIDES

SHORT-SLOT
INPUTCOUPLER

REGION, INSIDE
FUNDAMENTAL TWO LEAKY-WAVE
FREQUENCY FILTERS, SIDE-BY-SIDE
OUTPUT

FIG. 10
SUGGESTED COMBINATION OF LEAKY-WAVE

PRINCIPLE WITH 3-db DIRECTIONAL COUPLER
AS HARMONIC FILTER ABSORBING UP TO HIGH

HARMONIC FREQUENCIES
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A STANDARD RESPONSE INDICATOR FCR PUISED SYSTEMS

W. R. Free and L. A. Hill
Sperry Microwave Zlectronics Company
Division of Sperry Rand Corporation

Clearwater, Florida

Abstract.- This paper describes a new instrument for use with pulsed systems
which indicates electronically and visually the signal-plus-noise to noise
ratio of a system receiver video output. The portable self-contained unit is
fully transistorized, and was designed under Air Force contract as part of the
AN/SM14-63 (XJ-i) spectrum signature measurement ,equipment. The electronic
indication consists of a d-c step whenever the signal-plus-noise to noise ratio
(S+N)/N is above a preselected limit (or within upper and lower limits), while
the visual indicbtion consists of a meter calibrated in db which registers the
detected ratio.

By utilizing this instrument it is possible to eliminate human oper-
ator judgment in determining the actual level of a desired receiver response.
Thus, the reliability and repeatability of such measurements are greatly en-
hanced when this standard response indicrtor is incorporated into a measurement
technique. 0

The operation of the indicator and its application in other measure-
ment functions, as well as that associated with obtaiping spectrum signatures
of the type delineated in MIL-STD-449A, is described.

I. INTRODUCTION

During the development of the ANA SV-63 (XW-l) Mobile Spectrum
Signature Measurement System, it became apparenu that a device for determining
the presence and/or absence of a given signal-to-noise ratio at the output of
a remote receiver would be necessary in order to perform receiver spectrum
signature measurements on a radiated basis.

Although MIL-STD-449A indicates the requirement for a standard
response indicator for closed-system tests as well as radiated tests, the equip-
ment to be used is not defined or described. Trom experience, it was known that
distortion analyzers are used to perform this function during spectrum signature
measurements on communications receivers. However, these equipments are not
compatible with pulsed systems since they operate by means of a frequency divi-
sion multiplex technique, while pulsed systems require a time division multi-
plex technique with synchronization to the received PRF. After a comprehensive
search failed to locate any equipment capable of performing the standard response
indicator function, a decision to develop a suitable instrument was made.

II. DESCRIPTION OF OiRATION

A block diagram of the standard response indicator developed is shown
in Figure 1. There are two inputs required for the unit - the video output from
the receiver under test and a PRF synchronization waveform from the simulated
radiator. The video and noise from. the receiver under test is amplified in a
video amplifier (block 1). The gain of this amplifier is controlled by an AGOC
loop consisting of blocks 2, 3 and 4. The output from the video amplifier is
split into two channels a noise channel and a pulse channel. The noise immedi-
ately preceding each ise is sampled by means of a 15 usec noise gate, starting
25 usec before the pulse, in the noise channel (block 2). This noise sample
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is amplified in a threshold amplifier (block 3). This amplifier has an adjust-
able threshold which determines the noise level at the output of the video a.-
plifier. 'ihe amvlified noise samples are integrated and converted into a d-c
AGC voltage in i AGC driver stage (block 4). This AGC voltage controls the
gain of the video amplifier to ma4 ntain the noise level at the output of the
video amplifier constant, independE.it of the input noise level. This level
is established by the thrushold setting in block 3.

It is apparent from the above discussion that the combination of the
input video amplifier and the 0GC loop results in a known, constant noise level
at the input of the pulse channel, independent of the input noise level, and
since the pulse amplitude has been changed proportionally to the noise amplitude
in the common video amplifier, it is only necessary to measure the pulse ampli-
tude to establish the (S+N)/N ratio of the input video signal.

The desired pulse is gated into the pulse channel by means of a pulse
r ate (block 8). The gated pulse is applied to a transistorized peak voltmeter
block 9) which provides a continuous, direct reading of (S+N)/N ratio in db

on a front panel meter. The ,ated pulse is also routed to a pulse amplitude
evaluation circuit (block 10). This circuit contains two limits which may be
adjusted independently in the range from 0 to 20 db. The lower limit is set
by means of a front panel control labeled "(S+N)/N Ratio" and the upper limit
is set by means of a front panel control labeled "(S+N)/N Range". An output
pulse is obtained from this circuit only when the gated pulse amplitude falls
between these two limits. The upper limit may be eliminated, if desired, by
setting the "(S+N)/N Range" control in the maximum position. An output pulse
from the pulse anplitude evaluator circuit changes the state of a bistable
multivibrator which is the Go/No-Go output generator (block 11) which contiols
the standard response indicator light (block 12) and derives the Go/No-Go out-
put signal. In addition, the output pulses from the pulse amplitude evaluator
are routed to the front panel "Pulse Count" output jack which provides a count
of the number of pulses whose amplitudes fall within the two selected limits.

a mode switch (block 15) is provided to reverse the operation of the
standard response indicator and the Go/No-Go output signal. Then the mode
switch is in the "mode 1" position, the standard response indicator light is
on and a +12 VDC "Go" signal is present at the Go/No-Go output Jack when the
input video falls within the preset limits. When the mode switch is in the
"node 2" position, the standard response indicator light is on and a +12 VDC
"Go" signal is present w1jen the input video falls outside the preset limits.
These two modes are desirable since some tests require that a standard
response be established and other tests require that a standard response be
degraded.

The timing of the vwrious gating waveforms is determined by the FRF
synchronization waveform from the simulated radiator, which is applied at the
front panel "Reference mRF Input" jack, and the FRF trigger delay circuit
(block 7). The PRF trigger delay circuit generates a trigger delayed from the
previous FRF pulse to initiate the gates 25 usec before the next pulse. The
delay range of the FRF trigger delay circuit is 25 usec to 10 msec, which allows
the unit to operate over a PRF range from 100 to 20,000 pps. The extremely
large delay raný,e of this circuit generated a serious calibration problem. For
proper operation, it is necessary that the delay be positioned to an accuracy
of approximately ± 5 usec. To circumvent the calibration and dial resolution
problems resulting from this accuracy requirement, a gate position indicator
(block 13) and gate position indicator light (block 14) were provided. The
pulse position generator consists of a 25 usec gate generator, a coincidence.
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circuit, and a bistable multivibrator. The 25 usec pulse generator is trigger-
ed by the delayed trigger from the output of the PRF trigger delay circuit.
The 25 usec gate waveform is compared with the reference PRF waveform in the
coincidence circuit. The delay is increased until the trailing edge of the
25 usec gate is coincident with the leading edge of the following PRF pulse.
This condition is shown graphically in Figure 2. The coincidence of the
trailing edge of the 25 usec gate and the leading edge of the PRF pulse changes
the state of the bistable multivibrator, causing the gate position indicator
to light. Thus, accurate positioning of the delayed trigger is assured with-
out precision calibration of the delay dial. The accurately positioned delayed
trigger triggers the noise gate generator (block 5) and the pulse gate generator
(block 6). The noise gate generator provides a 15 usec gate waveform for the
noise gate and the pulse gete generator produces a 50 usec gate waveform for
the pulse gate. The relative positions and widths of the various gating wave-
forms with respect to each other, as well as the input video reference PRF
waveforms are shown in Figure 2.

III. EQUIPMENT SPECIFICATIONS

The completed standard response indicator is shown in Figure 3. This
is a portable, fully transistorized unit packaged in a 18" x 11" x 13" trans-
port case and weighs approximately 40 lbs. The input power requirement is
105-125 volts, 1 amp., 50-400 cps.

Specifications:

Input Pulse Width Range: 0.25 usec - 10 msec

Pulse Repetition Rate Range: 100 - 20,000 pps

Input Noise Range: 0.1 - 0.5 volts rms

Input Pulse Pange: 0.05 - 5.0 Volts peak

Accuracy at 25 0 C: + 1 db

Video Input Impedance: 150K ohms

Go/No-Go Output Impedance: 100 ohms

(S+N)/N Ratio Range: 0 - 20 db

Counter Output: 15 volt pulse, 15 usec wide

Mode Switch: Reverses Go/No-Go Output Signal
and Indicator

Indicator Lights: (1) Standard Response "Go"

(2 Gate Position "Go"
3 Power "ON"

The required function of the standard response indicator when used
with the NSM-63 system is to determine the presence or absence of a selectable
(S+N)/N ratio at the output of a remote receiver under test, and to provide an
output signal indicative of which of these two conditions exists. Since the
unit is normally located remote from the equipment van, the output and synchro-
nization signals are transmitted by means of a data link. To further clarify



the standard response indicator's function within the system, two typical

receiver test procedures are described in the following section.

IV. UTILIZATION OF TIE INSTRUMhNT

A block diagram of the test set-up for a receiver spurious response

test utilizing the IBM-63 system is shown in Figure 4. At the system-under-test
site, the video output from the receiver under test is connected to the standard
response indicator vidoo input Jack. The Go/No-Go signal output from the standard
response indicator is connected to the appropriate input Jack of the data link
transceiver for transmission to the MSM-63 van, and the reference PRF output
from the data link is connected to the reference PRF input Jack of the standard
response indicator. The standard response indicator mode switch is placed in
the Omode 1" position and the "(S+N)/N Ratio" and "(S+N)/N Range" controls are
adjusted to obtain the desired standard response limits.

At the IMSM-63 system site, the Go/No-Go signal output from the data
link is connected to the automatic tuning circuit of the radiating signal source.
The reference PRF waveform from the radiating signal source is connected to the
appropriate input jack of the data link for transmission to the standard response
indicator. The radiating signal source is tuned to its lowest frequency (250 Mc)
and adjusted for maximum output power. If this is not a spurious response fre-
quency of the receiver under test, a standard response will not be established
at the receiver under test output, the indicator light on the front panel of the
standard response indicator will not light, and the d-c voltage level at the
Go/No-Go output Jack will remain at zero. The frequency of the radiating signal
source is automatically increased by means of the automatic tuning circuit until
a spurious response frequency is encountered. Pt this point a standard response
is established at the output of the receiver under test, the indicator light on
the front panel of the standard response indicator comes on, and the d-c voltage
level at the Go/No-Go output Jack changes from zero to +12 Volts. This d-c
level change is transmitted by means of the data link to the automatic tuning
circuit, and lights a standard response indicator light on the operator's con-
sole, notifying the operator that a spurious response frequency has been encoun-
tered. The operator is required to optimize the tuning of the signal source and
establish the spurious response threshold level.

A block diagram of the test set-up for a receiver adjacent signal
interference test -is shown in Figure 5. The equipment interconnections are the
same as the spurious response test set-up with the following exceptions:

1. t second radiating signal source has been added.
This source is tuned to the tuned frequency of the
receiver under test and simulates the desired signal.

- The power output is adjusted to establish a standard
response at the outout of the receiver under test with
no interference present.
2. The reference PRF synchronization waveform is obtained
from the desired emitter rather than the interfering emitter.

3. The standard response indicator is operated with the mode
switch in the "mode 2" position. The standard response is
normally established at the output of the receiver under test,and in this mode the indicator light and the auto-tune inhibit
signal are off.

-3135 ...



The interferina signal source is automatically increased from below or decreased
from &bove the tuned frequency of the receiver by means of the automatic tuning
circuit until the standard resoonse at the output of the receiver is degraded.
,t this point the indicator light on the front panel of the standard response
indicator comes on, and the d-c voltage level at the Go/No-Go output jack
changes from zero to +12V. This d-c level change is transmitted by means of
the data link to the automatic tuning circuit of the interfering signal source.
This level change inhibits the automatic tuning circuit and lights a standard
response indicttor light on the operator's console, notifying the operator that
the standard response has been degraded. The operator is required to increase
the desired signal level until the standard response is reestablished.

V. CONCLUSIONS'

Since the standard response indicator is a portable, self-contained
instrurnent, it is felt that this unit is adaptable to other instrumentation
techniques. Some of the nore apparent applications are:

"* Closed-System Spectrur Signature Measure:ents

"* RFI Specification Testing

"• Radar Receiver Developrment

"* ECY Studies

"* MC! Studies

One of the more important advantegeh of this instrument is the signifi-
cant Lmprovement in the repeatability of standard response measurements. Due to
the fact that the entire detection and indication process is accor.,plished elec-
tronically, the hur.an judgment factor in deter.mining what constitutes a standard
response is completely eliminated.

In conclusion, it is felt that the developnent of this standard
response indicator for pulsed systems has provided a timely, economical, and
reliable solution to an existing probler, in the performance of response level
.easurerents and the determination of signal-plus-noise to noise ratios.
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RI/FI INSTRUMENTATION TO 21 GC.

S. Abrams and B. Leibowitz
Polarad Electronic Instruments

Long Island City, New York

Abstract. - This paper discusses the developr7.ent of instrumentation to increase
the frequency range of the Company's standard 1 to 10 gc. Model FIM Field
Intensity Meter to 21 gc. The calibrated receiver consisted of a basic unit
and four plug-in heads to cover the 1 to 10 gc. range. The selected head
received the R. F. input signal and converted it to a 260 _nc. I. F. signal
which was then passed on to the basic unit. This discussion will be limited
primarily to the development of two additional heads required to give the
increased frequency coverage from 10 to 21 gc.

I. INTRODUCTION

The common basic unit used in conjunction with the plug-in heads
contains the power supplies, metering circuits, and all the complementary
electronics below the R. F. frequencies. In addition it contains the R. F.
input, coaxial attenuators, and switches for the 1 to 10 gc. heads, which
are coupled to the heads through external coaxial line jumpers. The
basic unit was adaptable for use with the additional heads except for the
R. F. coaxial section which caused too great a loss at the 10 to 21 gc.
frequencies. 'To eliminate these losses it was necessary to design the
new heads with solely waveguide components, and, therefore, they have
complete self-contained microwave sections from R. F. input to I. F. output.

II. DESCRIPTION OF BLOCK DIAGRAM

The block diagram represents the component sections of the new
heads. The two waveguide heads are identical except for the use of WR 75
size waveguide for the lower band head and WR 51 for the higher frequency
head. In the "USE" position the waveguide switch couples the R. F. wave-
guide input to the rotary attenuator. The rotary attenuator is calibrated
in -dbm only whereas the four previous heads indicate both -dbm and microvolts.
Microvolts could not be included because of the difficulty in de fining the
waveguide input impedance and relating power to voltage. The attenuator is
calibrated from 0 to - 100 dbm.

The signal then passes through the preselector to the mixer where
it is mixed with the second harmonic of the klystron local oscillator. The
260 mc. I. F. is then transferred to the basic unit. In the "CALIBRATE"
position the output of the doubler is coupled through the waveguide switch
in place of the R. F. input signal. The output of the doubler is 0 dbm
(1 milliwatt). By setting the attenuator scale to the desired level the system
can be calibrated through the full 0 to - 100dbm range of the attenuator.
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III. COMPONENT DESIGN

Because of the change from the coaxial to a waveguide type system,
a majority of the co-nponent parts had to be redesigned. The change from
a Type N input coniector to WR 75 or WR 51 waveguide input created the
problem of input impedance. Where the coaxial input was a nominal 50
ohms throughout the frequency range, the waveguide input impedance is
determined by the following formula for the dominant TE 1, 0 mode of
propagation:

Zin = 600

br __ __ __[I-( I

Where K = dielectric constant (equal to T for air)

a = width of waveguide

b = height of waveguide

fc = cut-off frequency of waveguide

f = operating frequency

It can be seen that the impedance is a function of operating frequency.
For WR 75 waveguide it varies from 840 ohms at 10 gc to 351 ohms at 15. 5 gc.
For WR 51 waveguide it varies from 480 ohms at 15. 5 gc to 358 ohms at 21 gc.
This variations results in a different input voltage for a given power level
where the input signal is varied in frequency. The system in the 10 gc to
21 gc operating range is calibrated solely in power as previously indicated.

The waveguide switch is manually operated by a front panel control.
In the "USE" position the input is coupled to the rotary attenuator through
the rotary waveguide section of the switch. At the same time the ganged
"OFF-ON" switch removes the power from the calibrating klystron oscillator.
This prevents any interference between the calibrating signal and the input
signal. In the "CALIBRATE: position, the waveguide section of the switch
rotates so that the output of the calibrating frequency doubler is fed to the
rotary attenuator input. The R. F. input at the same time is terminated
with polyiron. The 'OFF-ON" switch is also energized, so as to apply the
calibrating oscillator voltages. The switch has an insertion loss of less
than . 1 db, crosstalk suppression greater than 85 db, leakage less than
70 db, and a VSWR of 1. 06.

The rotary type attenuator was chosen because of its excellent
frequency response vs attenuation characteristics. This is achieved
by attenuating the signal in a circular waveguide where the electric
and magnetic field mode propagation is symmetrical about the center
axis. Rectangular to circular transitions were developed to transpose
the rectangular waveguide input and output to a circular waveguide
propagation. To achieve a 0 to -100 dbm range a two section
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attenuator had to be used. The rate of attenuation with variation in
attenuator position varies as the cosine square law, and the accuracy
of the dial reading can be set to + 2% or 0. 2 db, whichever is greater.
The insertion loss is less than . r'db.

The FIM -2 specification for image rejection requires a minimum
rejection of 60 db. This was achieved in the lower frequency heads with
a double tuned preselector. In the upper frequency heads this proved
inadequate. The attenuation of the preselector selectivity curve varies
as a function of f/fo where fo is the dial frequency and f is the input
signal. Since the first I. F. is a fixed 260 mc, as the dial frequency is

f + 520 mc
increased the image frequency, o----- , shifts relatively closer to

fo. In the upper frequency heads it appears close enough so that the image
rejection falls below the required minimum of 60 db. It was, therefore,
necessary to redesign the preselector into a triple tuned device. The
addition of the third tuned section at the same time increased th insertion
loss. It was possible, however, to limit it to 6 db and at the same time
increase our image r.ýjection to a minimum of over 60 db. These specifi-
cations proved satisfactory from a systems standpoint. The addition of
the third tuned section necessitated a change in the mechanical tracking
system. The system for the double-tuned preselector included a cam
driving head containing two rows of screw adjustments for the fine tuning of the
of the preselector choke position. The head had to be enlarged to accept
a third row of tuning screws with an additional coupling system for the
third choke.

The local oscillator used for mixing purposes is a klystron,
external cavity type. The KS band head is the same type as used in
the FIM-M band head and the KU band head contains the one used in the
FIM-X band head. In the new heads, however, the second harmonic is
used to mix with the input signal., The Polarad Velocitron ZV101 1 is
used as the klystron tube. The ceramic type construction enables it
to operate at much higher temperatures than the glass type tube, making
it possible to remove the klystron cooling blower which is desirable from
a cost and packaging standpoint.

The calibrating section consists of a klystron oscillator, a frequency
doubler, and a power monitoring system. The oscillator is the same as that
which is used as the local oscillator except that it has fine tuning adjustments
which may vary the cavity choke position and reflector voltage sufficiently to
fine tune its frequency to that of the receiver section. The Polarad Veloci-
tron ZVI01 I is again used here not only to eliminate the cooling blower but
also for the high power it is capable of delivering to the doubler. The
additional power is required because of the relatively high conversion loss
in the broadband doubler. Frequency doubling is used because the klystrons
operating in the 10 to 21 gc range are relatively costly and not as reliable.
The oscillator output is fed through a coaxial low pass filter in the doubler.
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The frequencies of the fundamental for the KS band are 5 to 7. 5 gc. and for
the KU band 7. 5 to 10. 5 gc. The impedance of the filter is 62 ohms to match
that of the 1N286A conversion diode. The non-linear characteristics of the
diode causes generation of the second harmonic which is fed through a coax
to waveguide transition to the output waveguide. The low pass filter cut-off
frequency is between the primary and secondary harmonic frequencies and
thus prevents the doubled frequency power from returning to the oscillator.
The primary power is attenuated in the waveguide high pass filter. To set
the system for one milliwatt output into the waveguide switch, the d. c.
current through the crystal is set for a predetermined current through a
monitoring meter. The d. c. of the diode is routed through the meter and
parallel potentiometer to ground. It has been determined empirically that
for a selected current the output of the doubler will be + 1. 5 dbm as a
function of frequency. A center value of current operation is selected, and
the power set position is centered on the meter by adjusting its parallel
potentiometer. Since the conversion loss of the doubler varies from 13 to
18 db as a funcLion of frequency, the oscillator coupling probe position must
be varied for each frequency to set the doubler output level for 1 milliwatt
as indicated on the power set meter. This section is also adaptable for use
as a signal generator. By removing a front panel waveguide jumper, the
calibrating signal is available at the panel waveguide output. Its output
level is controlled by the rotary attenuator and is available from 0 to
- 100 dbm.

IV. CONCLUSION

In the first of each of the two new heads constructed, the performance
of the prototypes exceeds tLat of the design specifications. Some of the
most significant results are listed below:

Spec. KS Head KU Head

1. Minimum sensitivity -70 dbm -79dbm -74 dbm

2. Minimum image rejection 60 db 70 db 65 db

3. Frequency accuracy + 1% . 3% . 3%

4. Frequency doubler cali- + 2db + 1. 5 db + 1. 5db
brat ion output accuracy

The increase in frequency range necessitated the design of four
additional antennas to cover the KS and KU band ranges. Each band required
a new directional and a new omnidirectional antenna with waveguide outputs.

Flexiguide is used to couple the antenna output to the receiver input, and,
with its maximum insertion loss of . 5 db throughout the band, it may be
ignored in field intensity calculations. The directional antennas have a beam
width of 5 degrees and the following are their gain characteristics:
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ANTENNA GAIN FREQUENCY

Directional CA-KS 30.20 12.5
CA-KU 32.25 18

Omnidirectional CA-KSO 5.44 12.5
CA-KUO 8.00 18

With the addition of these new antennas and heads Polarad has extended
the range of their FIM to an upper level never before covered in this type of
equipment.
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TRACKING NOTCH FILTER FOR THE REJECTION OF CW INTERFERENCE

W. B. Warren, Jr.
Georgia Institute of Technology

Atlanta, Georgia

Abstract. - A tunable, single frequency rejection filter is described which
uses a phase locked oscillato2 to obtain a narrow rejection notch in the region
of 455 kc. The notch response is obtained by cancelling the signal to be re-
jected with a locally generated signal of equal amplitude and oicoLite phase.
Automatic phase and amplitude control of the cancellation signal permits the
rejection notch to automatically track frequency and amplitude changes of the
signal being rejected. A notch width of less than 100 cycles is maintained
over a 10 k"ý bandwidth centered at 455 kc. The cancellation of single fre-
quency signals exceeds 50 db.

I. INTRODUCTION

The presence of undesired CW signals can greatly complicate the
task of making accurate measurements or of maintaining adequate communications.
In the case of small amplitude CW interference, measurement errors occur or
annoying heterodynes reduce the readability of a desired signal. When the
interfering signal is large, saturation and blocking of the measurement or
communication equipment may occur, and the equipment is rendered inoperative.
The remedial measures necessary to overcome this CW interference vary with the
frequency location of the interfering signal with respect to the desired signal.
If the frequencies of these two signals are sufficiently spread apart, a band-
pass filter centered on the desired signal or a notch filter centered on the
interfering signal can be used to provide the necessary interference rejection.
Such suppression techniques are typified by the conventional "Q" multiplier
which can provide pass band tuning or a variable frequency rejection notch.

In some cases, the interfering signal may be spaced very close in
frequency to components of the desired signal, and the conventional notch filter
may not be an adequate means of suppression of the undesired signal. The width
of the notch may be so wide as to greatly attenuate components of the desired
signal as well as the interfering signal. Or, if the notLh is sufficiently
narrow to avoid undue attenuation of desired siLnal components, slow shifts
in the frequency of the interfering signal may cause the interference to "slip
"out" of the rejection notch. Such frequency shifts can result from frequency
instability of the interference source, or from frequency instability of the
local oscillator of the measurements or communication receiver being used.

II. ACTIVE NOTCH FILTERS

These disadvantages of the conventional notch filter can be over-
come, to large extent, by the use of an active notch filter to provide the
required interference rejection. An active filter can provide an extremely
narrow rejection notch which can be easily tuned and provide the facility for
tracking slow drifts in the frequency of the interference. One such active
filter is illustrated in Figure 1.
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In this filter, the notch action is obtained by generating a local
signal whose amplitude and phase are identical to that of the interfering
signal. Subtracting this local signal from the input signal results in can-
cellation of the interference, with the desired signal remaining unchanged.
To obtain effective interference cancellation, it is necessary that the fre-
quency of the local signal be controlled only by the interference, since any
variation in the frequency of the source of cancellation signal due to the
desired signal can cause portions of the desired signal to be cancelled along
with the interference. One convenient method of accomplishing the necessary
frequency control is to make use of a phase locked oscillator as the source
of the cancellation signal. Figure 2 shows a bl cck diagram of a typical locked
oscillator system.

III. LOCKED OSCILLATOR

In this system the necessary control voltage for tuning the oscil-
lator is derived from a comparison of the phase of the input signal with the
phase of the output of the oscillator. Since the phase detector output is
avert.ged by the low pass filter, only those components of the input signal
whose frequencies lie within the low pass filter bandwidth of the frequency
of the local signal can effect any control over the frequency of the local
signal. The locking loop is a frequency servo and as such, it seeks a stable
condition where the error voltage is nullcd, i.e., the tuning voltage at the
oscillator is zero. This null condition occurs when the local signal is in
quadrature with interfering CW signal. Consequently, an additional 900 phase
shift of the oscillator signal appearing at the phase detector will produce a
signal whose phase is either 00 or 1800 with respect to the interfering signal.

Figure 3 shows a simplified schematic of the local signal source
together with the necessary frequency control loop to permit this oscillator
to track the frequency of the interfering signal. 'he oscillator used has
a short term stability in the orderof 1 part in 10. This high degree of
short term stability is necessary to prevent noise sidebands generated by the
local oscillator from obscuring components of the desired signal lying very
close to the frequency of the interfering signal. The positive feedback from
collector to emitter is through the resonant transformer whose turns ratio
perr.,ts the current gain to be set to desired value (about 2:1) while main-
taining very small loading of the resonant winding by the transistor portion
of the circuit. The frequency of oscillation is then insensitive to varia-
tions in the transistor parameters. This is evidenced by the fact that replace-
ment of the oscillator transistor causes a frequency change of less than 10 cps
at an operating frequency of 455 kc. The level of oscillation is maintaincd at
a low value by the limiting action of the diodes D1 and D2 . This permits the
operation of the transistor in its linear region and reduces the effect of
distortion products in lowering the frequency of oscillation. The oscillator
output is taken from a small resistor in the emitter circuit to reduce the
effects of external circuit loading on the oscillator frequency. The frequency
of oscillation is controlled by the inductance of the transformer secondary
resonating with the capacitance of the voltage controlled capacitors. The
dual capacitor arrangement is used to overcome the tendency of the capacitors
to conduct on peaks of the oscillator signal with consequent changes in the DC
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voltage level on the control line. In addition, the dual arrangement provides
a convenient, isolated point for connection of the control voltage. The phase
of the local signal oscillator and the interfering signal are compared in the
balanced phase detector consisting of the split load phase inverter and the
diodes, D and D4 . The capacitors, C1 and C2, are charged to equal and oppo-
site voltages through Dý and D4 whenever the two signals being compared are in
quadrature. Consequently, the voltage appearing at the junction of R1 and R2
is zero. A change in the phase relation of the two signals from quadrature
causes unequal charging of the two capacitors, resulting in a change in the
voltage level at the junction of R1 and R. This voltage changes on either
side of zero depending on whether the phase angle between the local and inter-
fering signals increases or decreases. This voltage at the junction of R1 and
R2 is fed to the low pass network as indicated in Figure 3.

Stability considerations for the locked oscillator require that the
loop phase shift must not equal 1800 at any frequency at which the loop gain
equals or exceeds unity. Unfortunately, this particular loop has a "built-in"
900 phase shift in the form of the phase error being used to control the fre-
quency of the oscillator. The phase error is the integral of the frequency
error and it is this integral relationship which introduces a 900 phase lag.
As a result of this "built-in" 900 lag, the low pass loop filter must add less
than 90 additional lag at any frequency at which the loop gain exceeds one.
This requirement greatly restricts the types of low pass networks that can be
used as the loop filter. For example, a "constant K" LC section may introduce
as much as 1800 phase shift. While a simple RC low pass section can add almost
900. Although the simple RC section alone could not produce an unstable con-
dition, its use would require that the phase shift in the remainder of the loop
circuitry be very small. In actual practice this elimination of small phase
shifts in the portion of the loop outside the filter is difficult to accomplish
with the result that the use of the simple RC low pass often results in an un-
stable condition. Figure 3 shows two sections of a commonly used low pass
structure which permits control of the maximum value of transmission phase
shift. An important feature of this structure is the fact that only a fixed
amount of attenuation can be obtained on high frequency components no matter
how high in frequency these components may be. The amount of the fixed atten-
uation is directly related to the maximum phase shift and is the price that
must be paid to obtain the necessary control of the phase shift. This fixed
attenuation is the maximum attenuation that can be obtained on undesired signals
which may appear in the control loop and produce undesired phase modulation of
the oscillator. In order to obtain the necessary maximum attenuation, a two
section network is used in which the values are proportioned in such a manner
that when the phase shift through one of the networks is large, the shift
through the other network is small and vice-versa. The eventual attenuation
of the combination of the two networks is the product of the individual atten-
uations, provided the networks are adequately isolated from each other.

IV. AUTOMATIC PHASE CONTROL

Unfortunately, the desired quadrature relationship between the local
and the interfering signals is established only when the natural frequency of
the oscillator is the same as the frequency of the interfering signal. If the
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interfering signal frequency changes, an error voltage must be developed in
the loop in order to tune the oscillator to this new frequency. Under this
condition, the quadrature relationship can no longer be maintained.

The addition of an automatic phase control circuit operating on
the oscillator output signal permits the phase of the cancellation signal to
be held constant even though the frequency of the interfering signal changes.
Figure 4 illustrates the method of obtaining automatic phase correction of the
local signal from the locked oscillator.

In this circuit, the phase of the output of the voltage controlled
phase shifter is compared in the phase detector with 'te phase of the inter-
fering signal. Any difference of the phase of thes V--o signals from a quad-
rature relationship will cause an error voltage to appear ý_ the phase detector
output. This error voltage is applied to the voltage controlled phase shifter
in the proper polarity to return the phase of the signals at the phase detector
to quadrature. If a large loop gain is provided, the error voltage will be
small and the resultant phase tracking quite accurate. The low pass filter
serves to reject those frequency components of the error signal which do not
arise from heterodynes between the output of the voltage controlled phase
shifter and the interfering CW signal.

The voltage controlled phase shift is obtained by means of a six
stage RC phase shift network in which the normal fixed capacitors have been
replaced by voltage variable capacitors. A typical stage of this phase shifter
is shown in the schematic of Figure 5. The amplitude response of this network
is constant with respect to both frequency and the values of R and C, while,
the phase shift is a function of these variables. Referring now to Figure 5,
the necessary push-pull drive signal to the phase shift network is supplied
by the split-loaded phase inverter, Q The resistance of the phase shift
network is furnished by a fixed resistor, while the capacitance is supplied
by the series combination of the coupling capacitors and the capacitance of
the reversed biased diode, D . The coupling capacitors provide the necessary
DC isolation of the bias voltage and the control voltage. These capacitor
values are selected to be large enough that the total capacitance in the phase
shifter is determined almost entirely by the capacitance of the diode, and at
the same time having a sufficiently low value that no appreciable low frequency
phase shift is introduced in the control voltage. This last condition is nec-
essary to prevent instability from occurring in the phase correction servo loop.
The emitter follower presents a high impedance load to the phase shift network,
and also provides a low impedance output to drive the next stage.

A balanced phase detector of the shunt switch type is used to
derive the phase error signal. This switch is composed of an NPN-PNP tran-
sistor pair connected in parallel with the signal path. The switching voltage
is derived from the local signal oscillator which is fed through a phase split-
ter to provide the necessary push-pull switching signal to the bases of the
transistors. Subsequent averaging of the phase detector output by the low
pass filter provides an error voltage proportional to Lhe cosine of the phase
difference between the interfering and local signals.
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The averaged phase error is passed through a DC amplifier to in-
crease the loop gain and provide the required drive signal for the voltage
controlled phase shifter. A differential input stage minimizes DC drift pro-
bYems and also provides a convenient point for applying negative feedback to
the amplifier. Gain control is obtained by varying the amount of negative
feedback applied to the amplifier.

V. AUTOMATIC AMPLITUDE CONTROL

Slow amplitude variations of the interfering signal will cause
imperfect cancellation as long as a fixed amplitude cancellation signal is
used. Automatic amplitude control can be applied to the cancellation signal
to cause it to follow the amplitude variations of the interference. The ampli-
tude control action is obtained by comparing the amplitudes of two dc voltages
which are derived from the interfering signal and the local signal. Figure 6
illustrates the technique involved. Any difference in the levels of these two
voltages is amplified and applied to the variable gain amplifier in such a
manner as to reduce this difference voltage to zero. The dc voltage propor-
tional to the local cancellation signal is easily derived by using a rectifier
and low pass filter. This method is effective since the cancellation signal
is a clean CW signal with no other signals superimposed upon it. However, the
interfering CW signal may be embedded in a large number of other signal com-
ponents so that a product type detector followed by a low pass filter is nec-
essary to provide the dc voltage proportional to the amplitude of the inter-
ference alone. The local reference signal for this product detector should be
of constant amplitude and have the same frequency and phase as the interfering
signal. The proper reference signal is obtained by phase shifting the output
of the voltage controlled phase shifter by 90 . The addition of the 90 phase
shift is necessary to provide an in-phase rel .rence since the automatic phase
correction loop has already forced the phase corrected signal to a 90o phase
angle with respect to the interfering signal. Since the output of the variable
gain amplifier is used as the cancellation signal, it is important to insure
that no phase shi s are associated with changes in gain of the amplifier.
Otherwise, the degree of interference cancellation obtained will vary with
changes in the amplitude of the interference.

VI. RESULTS

A complete cancellation filter with provisions for automatic com-
pensation for changes in both the amplitude and frequency of the interfering
signal is shown in the photograph of Figure 7. The filter operates at a nominal
frequency of 455 kc, but the automatic frequency control permits signals to be
tracked over a 10 kc bandwidth around this center frequency. The rejection of
single frequency signals exceeds 50 db. This cancellation action is illustrated
by the photographs of Figure 8. Figure 8 (a) is the normal spectrum analyzer
presentation of the output of an HP 650A oscillator at 455 kc. The large car-
rier component obscures the 60 cycle sidebands and shows small 120 cycle and
180 cycle sidebands. The amplitude of the carrier component was then reduced
by about 50 db using the cancellation filter, and the gain of the spectrum
analyzer was increased. The result is shown in the photograph of Figure 8(b).
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The residual carrier component is the middle one of the grouc of f£ve large
components, the slight shift in the frequency scale being caused bj a small
drift in the oscillator frequency. The 60 cycle and 120 cycle oidebands are
now clearly seen. In addition, the lack of a symmetrical distribution of the
sidebands about the carrier indicates that phase as well as amplitud( modu-
lation is taking place. Figure 9(a) illustrates the spectrum observed at the
output of an HP 606A oscillator at 455 kc. No distinct sidebands are visible.
Figure 9(b) shows the 120 cycle sidebands actually present and which Ar, r~c,

visible when the carrier is suppressed by about 60 db and the gain of the
spectrun analyzer is increased.

VII. CONCLUSIONS

An active Pancellation filter can provide a rejection notch of
very narrow bandwidth which can be used to good advantage in situations where
the signal to be rejected is changing in frequency.
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Figure 9(a) Oscillator Spectrum With Full Carrier
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COMPARISON OF TRANSMITTER SPECTRUM SIGNATURE DATA AND
RADIATED FIELD STRENGTH DATA FOR TRANSMITTER EMISSIONS

P. F. Chen and C. E. Blakely
Bell Aerosystems Company

Tucson, Arizona

Abstract - Harmonic emissions from transmitters are one of the common sources
of RF interference encountered in communications systems. Transmitter spec-
trum signature data available to date were obtained under laboratory condition
with the transmitter terminated in a resistive load. These data are presently
being used as inputs to the Interference Prediction Model of the Electromagnetic
Environmental Test Facility being developed by Bell Aerosystems Company under
contract to the U.S. Army Electronic Proving Ground in Fort Huachuca.

This paper discusses the development and present status of the work being done
to compare the transmitter spectrum signature data using a resistive load and
the transmitter radiated emission level data using an electrically short whip
antenna mounted on a tactical military vehicle. A review of previous work in
the area of analyzing these data by others is also presented.

A description of the transmitter emission level data collection procedure as
well as the test transmitter-vehicle will be given. The transmitter spectrum
signature data obtained with a resistive load was converted to field strength
and fitted with a linear regression line on log-log coordinates. This regres-
sion line is compared with the regression line obtained from the radiated field
strength data of the vehicle mounted transmitters.

Several conclusions are drawn regarding the two regression lines. First, the
linear regression on log-log coordinates is a very good fit to the data in both
the radiated and dummy load tests for the first 10 harmonics. Second, in
general only the first 10 harmonics are detectable for low power Military HF
and VHF equipments. Third, there are large differences between the measured
field strength data and the dummy load data converted to field strength.

The results are illustrated by several curves.

I. INTRODUCTION

One facet of the complex problem of calculating and predicting inter-
ference is the determination of the radiated power from a transmitter antenna
combination at its fundamenial and each spurious and harmonic frequency. The
data available for such purposes will always be approximations to the true out-
put for a particular device or transmitter. These approximations must be esti-
mated from a knowledge of the parameters of the system together with measured
data from as many equipments as time and economic considerations will permit.
It is. the purpose of this paper to compare one statistically proven functional
relationship between the amplitude of the harmonics and the harmonic order of
the transmitter and the fundamental frequency for two types of measurements as
described below. This paper is limited to a study of this particular problem.
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The Spectrum Signature Program attempts to evaluate the interference
potential of transmitters by two different methods. They are the open field
or radiated power method and the closed system or resistive load method. The
first method is reserved for those transmitters that normally employ a single
antenna or, at most, two antennas. The second method is reserved for those
transmitters employing more than two antennas. The above discussion refers to
the possibility of using various antennas for different applications and not
to the simultaneous use of more than one antenna. Excluding the possibility
that a new antenna may be developed for a system which invalidates method
number one, several problems still exist in the evaluation of transmitter
radiated power.

Since little is known about the combined characteristics of a trans-
mitter and antenna system at other than the fundamental frequency, it is
desirable to compare the radiated power obtained by method number one with
that obtained by method number two. The power levels measured into the resis-
tive load must be converted from watts to watts/meter 2 at the appropriate
distance for this comparison. This was accomplished in the present study by
means of the computer propagation program developed as part of the E4ETF effort.
The results were then compared with the measured field strength results and a
result obtained previously by one of the authors.

A second area of interest in the study presented here is the effect
of the vehicle on antenna patterns. Due to mobility and simplicity require-
ments most military vehicles employ whip antenna structures. These antennas
are usually mounted at some convenient point on the vehicle which is gener-
ally quite low in elevation. Thus the antenna couples strongly into the
vehicle structure, which distorts the pattern severely. A typical pattern is
shown in Figure I.

II. REVIEW OF PREVIOUS WORK

In general, the harmonic amplitudes decrease in magnitude as the har-
monic order increases. This being the case, it seems reasonable to expect the
amplitudes to decrease in some ordprly manner. It has been shown by Blakely1 ,
Heisler 2 and Hurd, et a13 that the harmonics actually behave in a linear
fashion. Plots of harmonic power versus harmonic order on log-log coordinates
have shown that the trend is linear on these coordinates. Assuming this re-
lationship, Hurd and Huntoon fitted a straight line

Y - a + b(x - R)

to a set of measured data using the least-squares method where their Y was in
db below the carrier, and x was the logarithm of the harmonic order. Appropriate
statistical tests were performed which proved that the assumptions of linearity
and constant group variance were indeed justified. The hypothesis of constant
group variance was tested using Bartlett's test and the hypothesis of linearity
using the V2 (or F) distribution test.

For the particular set of data used, the regression line obtained
was
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Y 29.7 + 45.8 log n (1)

and the over-all estimate of a was

S = 15.8

For the observed data the following tolerance limits were obtained:

90% confident that 95% of the data lie between Yi ± 32.5.
95% confident that 95% of the data lie between Yi ± 32.8.

The above results were for a group of data obtained from a group of 21 communi-
cations type transmitters. The method was also applied to individual equip-
ment types with very good correlation in most cases.

Other more elegant methods have been used to fit a curve to trans-
mitter harmonic radiations. The method of orthogonal polynomials was used
by Blakely and Bailey4 to examine the effect of complex transmitter loads on
the level of harmonic emissions. The results of their study indicated an
equation of the form

Y 42.7 + 2.66x

was a good fit for these data. In this case Y is the level in db below the
carrier and x is the harmonic order. Table XI of their paper presents a
comparison of some results of measurements made into a dummy load and in an
open field. These results show good agreement on the lower frequency, and
poor agreement on the higher frequency.

This paper also contains some results taken from a paper by
S. Kurokawa and T. Takahashi 5 which shows very good agreement between trans-
mission line and radiated field strength measurements.

III. MEASUREMENT METHOD AND EQUIPMENT

Typical combinations of military equipments and vehicles were selected
and employed in the measurement program to generate the radiated spurious and
harmonic emissions.

The selected military type radio sets were two of each of the
&N/VRC-8, AN/VRC-9, AN/VRC-10, AN/GRC-9, and AN/GRC-19. Each was mounted in
turn on three different vehicles of the same type. The vehicle types were
the M-38 (jeep), M-37 (3/4-ton truck), and M-315 (2½-ton truck), thus pro-
Jucing six samples of data for each vehicle-equipment combination.

The test transmitter-vehicle combination was placed in the center
of a circle and tuned to the assigned frequency. An M-37 3/4-ton truck was
modified with a large copper ground plane mounted on top to act as a field
intensity receiving vehicle. A quarter-wave whip antenna was used as the
receiving antenna. Under the ground plane a bench was provided for the NF-105
field intensity meter and other test equipments. (See Figures II and III.)

- 34Z -



An integral part of this test equipment was a series of Hewlett-Packard sig-
nal generators to calibrate the NF-105 by the substitution' technique.

Primary power for the test equipment was provided by a PU-286B
mounted on a trailer towed by the modified M-37.

This field intensity measuring vehicle was driven in a circular
* path approximately one wavelength in radius at the lowest transmitter funda-

mental frequency. A continuous strip tape recorder provided a permanent
record for each harmonic of the t-asmitter frequency to which the field
intensity meter was tuned. A calibrated receiving system was used to obtain
an absolute power level calibration.

At frequencies below 3D,.Mc, a loop antenna of one-meter diameter
was used to obtain the field intensity measurement. The meter reading in db
above oue microvolt is corrected to field strength by adding the standard
antenna correction factor.

Edb~v/m = Vdb~ v + CF (2)

where

SVdbgv = meter reading in volts.
and d~

CF = standard antenna correction factor.

Since the field strength in db above one microvolt per meter is
related to field strength in volts per meter by

EdblV/m = 120 + 20 log E (3)

and E (volts per meter) is related to the power density by

E 2

e d : 0 (4)

where

Z= 120ff, characteristic impedance of free space.

Therefore,

2 (5)

Pd(dbm/m 2) 10 log (5)
120ff x 103

Pd(dbm/m ) = 4.26 + 20 log E (6)
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Combining equations (2), (3), and (6) the field intensity in dbm/m 2

becomes

Pd(dbm/m2) - 4.26 + Vdblv + CF - 120

Pd(dbm/m ) - V + CF - 115.74

At frequencies above 30 Me, a quarter-wave antenna mounted on top of the
field intensity measuring vehicle with the copper ground plane was calibrated
against a standard dipole by subjecting both antennas to the same electro-
magnetic field and noting the difference.

The additional correction factors that must be considered in this fre-
quency range are cable loss and impedance mismatch between the antenna and the
FI meter. Including these factors the corrected voltage is

V(•) V(•) + CF2 + CF 1 + 1.7

where

V (b) - meter reading with quarver-wave antennar 4

CF2 - quarter wave to dipole correction factor
CF = cable loss
1

1.7 db - mismatch loss

V(2) - meter reading with a standard dipole antenna.

2To transform the meter reading in db/v to power density in dbm/m con-
sider the following:

P

P (adbm/m 2 a P (dbm) - A(db) (7)Aeff

where

3L2P -- (8)
a 50

and

GA'2
Aeff 47T (9)

where
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V - meter reading in volts

50 ohms - reference impedance

GA - gain of the antenna

X - wavelength in meters

P
Pa(dbm) 10 log a (10)

10-3

Combining equations (8) and (10)

Pa (dbm) - Vdb/,v - 107 (11)
where

Vdb~v ' meter reading corrected for a standard
half-wave dipole in db above one microvolt.

The effective area Aeff of the standard half-wave dipole antenna is

SGAX2

Aeff " 4

The gain GA of the dipole is given as 1.64. Hence,

A 1.64 c 2 (12)

eff 41 'f

and

1.175 x 104
Adb I0log f2

Adb - 40.7 - 20 log f (13)

From equations (7), (11), and (13)

Pd(dbm/m2 ) - Vdb v- 107 - (40.7 - 20 log f)

It was necessary to convert the spectrum signature data to watts/m2

at the correct distance and height before comparing with the radiated field
measurement. The propagation path loss, as determined by the computer pro-
gram, used for the Interference Prediction Model was used for this conversion. 6
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Essentially
Pdbm

-dbm/m' A Lp(db) (14)A eff

where

Lp(db) - propagation path loss

P(dbm) - transmitter power

Aeff - effective area of an isotropic antenna.

The effective area of an isotropic antenna is

A X2

eff 41

Adb = 10 logl 0

Therefore, equation (14) becomes

Pb 2P - 0 loglo 4" - Lp(db)
dbm/m = dbm 1

IV. RESULTS

The recordings for each of the runs were averaged in azimuth to ob-
tain the equivalent omnidirectional radiated power level. The six samples
were then combined to obtain the levels versus harmonic number for the par-
ticular vehicle-equipment combination. Some of the results are shown in
Table I and plotted in Figures IV through VIII. On the figures the range of
values is indicated by the vertical line for each harmonic, and the average
at each harmonic by the circle. A straight line of the form

Y - a + b log n

was calculated for each of the data sets. Actually, the last term is
negative. However b is also negative as the curves are drawn. The
resulting lines are also shown on the figures. In general, the results
are much the same as t'iose obtained by previous workers for the resistive
loads.

For comparison purposes, the spectrum signature data for each of
these equipments were obtained and averaged at each of the harmonics. The
results were then converted to power density at the same distance and height
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above ground from the radiating vehicle as the measured data. These results
are also plotted on the respective figures as a dashed line.

The regression line that was fitted to the two sets of data follows
that outlined by Hald 7 . It is of the form

Yi = a+ b(x -x)

= a + bx.where

k
~i ni~ii

a=i-fl =
k

n.

i.= 1

k

n. x.
1 1

k
Sni- i= l

k

n ni(x i " Y

b= k

-2
ni(xi -x)

i 1

and x. = log n
1

The results of reference 3, cbtained by combining a variety of
transmitters, are also plotted on the curves. These results are identified
as the empirical curve on the figures. It was not possible to apply any propa-
gation loss to these data since a large number of different frequencies were
combined to generate the curve. Therefore, this curve is plotted in the same
units as the original data which is simply db below the carrier.

Several interesting observations maybe made with respect to these
curves. First, the empirical curve is generally pessimistic with respect to
actual measured levels. Second, the radiated levels tend to remain at a
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higher level than the spectrum signature data corrected for propagation for
the higher order harmonics. This is probably due to either the transmitter
antenna combination being more efficient at the higher harmonics or the fact
that the method employed to obtain the spectrum signature data is introducing
some errors. The latter is probably more correct, since the dummy load method
actually mismatches the transmitter at the higher frequencies.

Another observation with respect to these curves is the small number
of harmonics detected in the radiated test. A comparison with spectrum signa-
ture data will reveal that harmonics very much higher than the 10th are quite
often found. In the radiated tests, harmonics above the 10th were seldom
detected. The sensitivity of the measurement setup was approximately -80 dbm
at the threshold of the linear portion of the range.

Spurious emissions of a nonharmonic nature were not detected in the
radiated field strength measurements leading to the conclusion that this
component of the transmitter spectrum is of little or no significance in the
prediction of interference.
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